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Reliable Communications for Short-range Wireless Systems

Ensuring reliable communication is an important concern in short-range wireless com-
munication systems with stringent quality of service requirements. Key characteristics
of these systems, including data rate, communication range, channel profiles, network
topologies, and power efficiency, are different from those in long-range systems. This
comprehensive book classifies short-range wireless technologies as high and low data
rate systems. It addresses major factors affecting reliability at different layers of the
protocol stack, detailing the best ways to enhance the capacity and performance of short-
range wireless systems. Particular emphasis is placed on reliable channel estimation,
state-of-the-art interference mitigation techniques, and cooperative communications for
improved reliability. The book also provides detailed coverage of related international
standards including UWB, ZigBee, and 60 GHz communications. With a balanced treat-
ment of theoretical and practical aspects of short-range wireless communications, and
with a focus on reliability, this is an ideal resource for practitioners and researchers in
wireless communications.
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Özgür Oyman
Intel Corporation, California, USA

Tae Rim Park
Samsung Advanced Institute of Technology, Republic of Korea

Claudio Pastrone
Istituto Superiore Mario Boella (ISMB), Torino, Italy

Federico Penna
Istituto Superiore Mario Boella (ISMB), Torino, Italy
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1 Short-range wireless
communications and reliability
Ismail Guvenc, Sinan Gezici, Zafer Sahinoglu, and Ulas C. Kozat

Even though there is no universally accepted definition, short-range wireless commu-
nications typically refers to a wide variety of technologies with communication ranges
from a few centimeters to several hundreds of meters. While the last three decades of the
wireless industry have been mostly dominated by cellular systems, short-range wireless
devices have gradually become a more integrated part of our everyday lives over the
last decade. The Wireless World Research Forum (WWRF) envisions that this trend
will accelerate in the upcoming years: by the year 2017, it is expected that seven billion
people in the world will be using seven trillion wireless devices [1]. The majority of
these devices will be short-range wireless devices that interconnect people with each
other and their environments.

While the reliability of wireless communication systems has been studied in detail in
the past, a comprehensive study of different factors affecting reliability for short-range
wireless systems and how they can be handled is not available in the literature, to date.
The present book intends to fill this gap by covering important reliability problems for
short-range wireless communication systems. The scope of the contributions in the book
is mostly within the domain of wireless personal area networks (WPANs) and wireless
sensor networks (WSNs), and issues related to wireless local area networks (WLANs)
are not specifically treated.

Due to the differences in application scenarios, quality of service (QoS) requirements,
signaling models, and different error sources and mitigation approaches, the high-rate
and low-rate systems will be addressed in separate parts of the book. For the high-
rate systems covered in Part I, multiband orthogonal frequency division multiplexing
(OFDM) and millimeter wave communication systems will be the main focus owing
to their significant potential for achieving high throughputs. On the other hand, Part II
of the book will be focusing mostly on ZigBee and pulse-based ultrawideband (UWB)
communications owing to their benefits for low-rate, low-power, and low-complexity
operation. In addition, a third set of chapters within Part III will be addressing some
selected topics related to the reliability of short-range wireless communication systems,
where the chapters are written from a broader perspective without specifying a certain
technology or standard.

The rest of this chapter is organized as follows. First, in Section 1.1, enabling
factors for short-range wireless communications are discussed, and differences from
long-range wireless systems are summarized. In addition, a comparison of low-rate
and high-rate systems in terms of application scenarios, typical transmitter/receiver
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characteristics, and reliability requirements is provided, and globally available frequency
bands for short-range wireless systems are reviewed. In Section 1.2, reliability problems
observed at different layers of the protocol stack are defined, and possible solutions
to address these are discussed along with references to different chapters in the book.
Section 1.3 provides a brief review of certain short-range wireless communications
standards, leaving the detailed treatment of more established standards to Chapter 2 and
Chapter 6.

1.1 Short-range wireless communications

1.1.1 Enabling factors

There are three significant factors that play an important role for the widespread use and
adoption of short-range wireless communications devices in today’s world: (i) advance-
ments in the solid-state devices, (ii) developments in the digital communication and
modulation techniques, and (iii) developments in related standardization activities.

Advances in the solid-state technology have been an important factor enabling the
widespread use of short-range wireless technologies. First, the mass production of
devices became possible, decreasing the production cost per unit device. Second, with
the new developments, higher center frequencies have become operational for short-
range devices. This implies access to the previously inaccessible frequency bands such
as the 2.4 GHz, 5 GHz, and 60 GHz bands of the industrial, scientific, and medical
(ISM) bands that will be discussed in more detail in Section 1.1.4. Using higher center
frequencies also enables the use of very small antenna elements, of which multiple
may easily be embedded within the same device [2]. Today, circuit miniaturization and
small-size antennas make it possible to manufacture extremely small radio frequency
integrated circuits (RFICs) on chips that contain all the essential system components.
For example, CMOS RFIC-on-chip antennas are available for short-range wireless tech-
nologies utilizing central frequencies as high as 60 GHz and having chip sizes of less
than 1 mm2 [3, 4].

Another enabling factor that has an important role in the success of short-range wire-
less communication systems is the recent developments in digital modulation techniques
and transceiver algorithms. For example, direct sequence spread spectrum (DSSS) tech-
nology has been used successfully in systems such as the IEEE 802.15.4 WPANs and
the IEEE 802.11 WLANs. Through spreading the frequency content of a transmitted
signal, DSSS provides advantages such as interference resilience, low-power spectral
density, resistance to jamming, and mitigation of multipath effects [5]. Frequency-
hopping spread spectrum (FHSS) is another spread spectrum transmission technology
that has commonly been used in short-range wireless devices due to its interference
resilience. Because of its important advantages in multipath environments, OFDM has
recently been a key technology for achieving higher throughputs in short-range wireless
communication systems [6, 7]. Advantages of OFDM over other relevant competitive
technologies include the following: (i) there is no need for time-domain equalization, and
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much simpler frequency-domain equalization techniques can be utilized efficiently,1 (ii)
it is robust in frequency selective channels owing to the use of a cyclic prefix (CP), and
(iii) multiple-input multiple-output (MIMO) is easily implementable with OFDM due to
frequency-flat fading at each tone. Due to such advantages, OFDM has been adopted by
recent standards such as ECMA-368 (high-rate UWB PHY and MAC [6]) and ECMA-
387 (high-rate 60 GHz PHY, MAC, and HDMI PAL [7]). Other recent developments
that may impact the future of short-range wireless communications include the advances
in MIMO techniques for achieving higher data rates and better reliability [9–13], and
cognitive radio methods for more efficient and reliable utilization of the wireless spec-
trum [14–17].

The critical role of standardization bodies in the widespread use of short-range wire-
less devices should also be emphasized here. Through standardization, related compa-
nies and research organizations actively work towards obtaining a well-defined technical
specification for a given wireless technology. This brings with it a high potential for
the realizability and interoperability of the technology; a better understanding of the
application scenarios, potentials, and limitations is achieved, and a consensus is reached
on how to implement it in a good way. Several successful short-range wireless devices
that we use in our everyday lives today such as WiFi, Bluetooth headsets, wireless key-
boards, and ZigBee devices are all the result of long years of standardization. Probably
the most important standardization group working on short-range wireless communica-
tion technologies is the IEEE 802.15 Working Group for WPANs. As well as the already
standardized short-range wireless technologies discussed before, IEEE 802.15 is also
working on the standardization of some recent technologies such as wireless body area
networks (WBANs), radio frequency identification (RFID) systems, mesh networks,
and visible light communications (VLCs). Other standard bodies related to short-range
wireless communications include ISA-100 and ECMA standards. A more detailed dis-
cussion on related short-range wireless communication standards will be presented in
Section 1.3 as well as in other chapters of the book.

1.1.2 Short-range versus medium/long-range communications

While short-range wireless technologies span a wide range of application scenarios,
they typically have some common characteristics that are significantly different from
medium and long-range wireless technologies, such as WLANs, cellular systems, wire-
less metropolitan area networks, and satellite communication systems. Some of the
common features of short-range wireless devices include low-power operation, com-
munication ranges from several centimeters up to a hundred meters, principally indoor
operation, omnidirectional built-in antennas, low-complexity and low-price devices,
battery operated transmitter/receiver, and unlicensed operation [18].

Short-range wireless devices typically have very low or no mobility, which implies
simple and low-complexity receiver architectures compared, for example, to cellular

1 Note that frequency domain equalization is also possible for single-carrier frequency domain multiple access
(SC-FDMA) systems [8].
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systems. On the other hand, multihop and cooperative communications may be consid-
ered as important operational modes for certain short-range wireless communications
scenarios (e.g., as in WSNs). This is primarily due to dense deployment scenarios of
wireless sensors that collect local information, aggregate it, and communicate to the
intended receiver. Such wireless networks should have very low-power operation for
extended network life, and overall power consumption may be decreased by transmitting
the packets over multiple shorter distance hops rather than over a direct link with longer
transmitter–receiver separation. Due to their critical importance for short-range wireless
communication systems, multihop and cooperative communication techniques will be
treated in detail in Part III of this book.

The QoS requirements (e.g., packet error rate, data rate, and latency) for short-range
wireless systems are also quite different from long-range communication technologies
and are closely coupled with the application scenarios. In reference [19], the top 10
design rules for short-range communications, which are different from the design rules
of long-range networks, have been listed as follows: communication architecture (both
point-to-point and point-to-multipoint communications capability), energy awareness,
signaling and traffic channels, scalability and connectivity, medium access control and
channel access methods, self organization, service discovery, security and privacy issues,
flexible spectrum usage, and software-defined radio design.

1.1.3 High-rate versus low-rate communications

It is possible to have different sets of taxonomies and classifications for short-range
wireless communication technologies. Among some other possible classifications, they
may be classified with respect to their communication ranges, mobility characteris-
tics, network topology, QoS requirements, indoor versus outdoor operation, operating
frequency/bandwidth, and data rates. Communication ranges of short-range wireless
systems may be on the order of several centimeters (e.g., for near field communications
(NFCs)), fractions of a meter (e.g., for WBANs), several meters (e.g., WPANs), or from
a few meters up to hundreds of meters (WSNs) [20]. The range of passive RFIDs are
on the order of tens of centimeters, while active RFIDs may have ranges as large as a
hundred meters. Even though short-range wireless technologies typically operate with
no mobility or very low mobility, there may be scenarios in which the mobility may be
a concern. For example, body movements in WBANs, or movement of the transmitter
and/or the receiver in certain WSN applications may introduce mobility related problems
that should be taken into account in receiver design. Centralized network topology or
distributed network architectures are two common topologies for short-range wireless
communication systems.

Despite the aforementioned classifications and several other possible taxonomies,
it is difficult to classify different short-range technologies within different groups.
The large diversity of application scenarios and requirements, differences in the air
interface, and variations in operational ranges even for the same wireless technology
are only a few of the factors preventing well-defined taxonomies. In this book, since
it provides a relatively uniform and well-defined classification, we choose to study
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Table 1.1 Example applications for short-range wireless communications.

Low-rate systems High-rate systems

Tele-control for home and building Wireless USB
Wireless microphones and headphones Internet access and multimedia services
Wireless mouse, keyboard, etc. Uncompressed high-definition video
Remote keyless entry, gate openers, etc. Patient monitoring in hospitals
Wireless bar-code readers Wireless surveillance cameras
Wireless sensor networks Wireless video conferencing
Emergency medical alarms Wireless ad-hoc communications
Wireless billing Wireless peripheral interfaces

short-range wireless communications systems by grouping them into two categories:
high-rate systems and low-rate systems.

While a clear-cut separation does not exist, high-rate systems are considered for
data rates higher than 10 Mbps (up to several Gbps), and they have communica-
tion ranges smaller than 10 m. Example application scenarios for high-rate sys-
tems include wireless video streaming, wireless file transfer (e.g., wireless USB),
wireless video conferencing, and wireless surveillance cameras. Also, as discussed
in reference [1], high-rate technologies considered for short-range wireless com-
munication applications are based on multiband UWB [21] and millimeter wave
technologies [22, 23], and related wireless standards will be discussed in detail in
Chapter 2.

Low-rate systems, on the other hand, are considered for low-power and low-complexity
applications that do not have significant data rate requirements. While they do not nec-
essarily have long communication ranges, the maximum ranges of low-rate systems may
be significantly larger than those of the high-rate systems. Apart from application related
requirements, two important reasons for this are as follows: (i) larger communication
ranges mean lower levels of received power, which inherently prevent high data rates,
and (ii) high-rate systems require a significantly large bandwidth, which is commonly
available at higher central frequencies (e.g., 60 GHz spectrum) that are subject to a larger
path-loss. WSNs are probably the most common applications for short-range low-rate
wireless communication systems. Two important recent wireless technologies that are
suitable for low-rate systems are ZigBee and low-rate UWB, and the wireless standards
related to these technologies will be reviewed in detail in Chapter 6. Some examples for
short-range wireless communications applications for high-rate and low-rate systems
are summarized in Table 1.1, and more detailed discussions of the related applications
are left to Chapter 2 and Chapter 6.

The QoS requirements as well as possible techniques and protocols for improving
the reliability of low-rate and high-rate systems are considerably different. For example,
primarily due to application scenarios and requirements, low-power operation becomes
more relevant to WSNs, e.g., for environmental sensing applications, where the sensor
nodes should operate with the same battery for extended durations. Power efficient rout-
ing techniques and cooperative communication methods may also gain more importance
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in such scenarios. While such techniques may also be applied to certain high-rate com-
munication scenarios, one of the most common applications for high-rate systems is
the wireless USB, which by definition is point-to-point, and routing and cooperative
communications techniques become irrelevant. Due to multiple-antenna capabilities
enabled by high-frequency operation of high-rate systems (e.g., for millimeter wave
communications), beamforming techniques and protocols may be very important for
certain scenarios in order to minimize the interference and improve reliability.

Signaling models utilized by low-rate and high-rate systems may vary greatly. For
example, the high-rate ECMA-368 standard has adopted an MB-OFDM based physical
(PHY) layer, which facilitates a simple equalization process in the frequency domain.
On the other hand, the low-rate IEEE 802.15.4a standard uses pulse-based signal trans-
missions. It is an ideal signaling scheme, for example, for low-rate WSN applications,
in which low-complexity transmitter/receiver architectures may be designed and highly
accurate ranging/positioning is supported. Low-complexity transceiver architectures
such as the energy detector and the transmitted-reference schemes become possible with
pulse-based signaling, whereas FFT/IFFT operations in OFDM-based transmission may
increase the transceiver complexity.

1.1.4 Review of frequency regulations and available frequency bands

The choice of the central frequency and communication bandwidth is critical for short-
range wireless communication systems. As discussed earlier, high central frequencies
may be preferable in many cases, because they facilitate small form-factors owing to
small antenna sizes, and enable access to several license-free frequency bands at high
frequencies (typically having fewer interference sources). On the other hand, since signal
attenuation is directly proportional to the central frequency, wireless devices employing
high central frequencies may not communicate reliably over relatively long distances
owing to severe signal attenuation. Based on the application requirements of a certain
short-range wireless system, before deciding on an operational center frequency, such
trade-offs should be evaluated carefully by system designers.

The frequency bands in which short-range wireless devices may operate are in most
cases limited to license-free bands. While certain license-free bands are globally avail-
able, there are also some license-free bands that are available in only certain regions
of the world. The frequency bands that are globally available for short-range wireless
devices are the 13.56 MHz band (typically considered for near-field communications),
40 MHz band, 433 MHz band, 2.4 GHz band, and the 5.8 MHz band [5]. Among these,
the 2.4 GHz band is the most popular global license-free band, which is commonly used
by WLANs and microwave ovens. Another band that is available and commonly used for
short-range communications in Europe, the USA, Canada, Australia, and New Zealand
is the 868 MHz/915 MHz band.

A part of the spectrum that can be used without a license in most countries is the
ISM band [24], which also includes some of the frequency bands discussed above. For
example, in the USA, popular ISM bands include the 902–928 MHz, 2.4 GHz, and 5.7–
5.8 GHz bands. Similar to several other frequency bands for unlicensed transmissions,
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Table 1.2 Review of the ISM/U-NII bands, and the spectrum used for UWB and 60 GHz systems in
the USA.

ISM bands Power limit U-NII 5 GHz bands Power limit

902–928 MHz WiFi (802.11a/n)
Cordless phones 1 W 5.15–5.25 GHz 200 mW
Microwave ovens 750 W 5.25–5.35 GHz 1 W
Industrial heaters 100 kW 5.47–5.725 GHz 1 W
Military radar 1000 kW 5.725–5.825 GHz 4 W

2.4–2.4835 GHz 60 GHz band
Wi-Fi (802.11b/g) 1 W 57–64 GHz 0.5 W
Microwave ovens 900 W Ultra–wideband

5 GHz 3.1–10.6 GHz −41.3 dBm/Mhz
5.725–5.825 GHz
Wi-Fi (802.11a/n) 4 W

the ISM bands are defined under the Part 15 rules of the Federal Communications
Commission (FCC). Until 1985, the industrial, scientific, and medical (ISM) bands were
not allowed to be used for radio communications in the USA. Together with the FCC
Part 15.247 rules in 1985, the ISM bands have been opened for use by WLANs and
mobile communications [24]. The Unlicensed National Information Infrastructure (U-
NII) bands introduced by Part 15.401 to Part 15.407 of the FCC in 1997 added additional
license-free frequency bands in the 5 GHz range.

In 2002, the FCC released the Subpart-F of its Part 15 rules, which defines the
scope and operation of UWB devices (including communications, imaging systems, and
ground-penetrating radar) under Part 15.501 to Part 15.525. Based on this new ruling,
UWB devices can transmit at power levels up to −41.3 dBm/MHz in the frequency
spectrum between 3.1 GHz and 10.6 GHz. This opens up a large amount of spectrum
available for use by short-range UWB wireless devices. Another large spectrum that can
be utilized by short-range wireless devices is defined by the Part 15.255 rules of the
FCC, which allow transmission powers up to 500 mW within the frequency range 57–
63 GHz. This spectrum is commonly referred to as the millimeter wave or the 60 GHz
spectrum, and is another popular band for future short-range high-rate communication
systems. The frequency bands and transmit power limits for the ISM/U-NII bands,
UWB, and 60 GHz systems in the USA are summarized in Table 1.2. More details
on the unlicensed frequency bands of the FCC can be found in reference [25], while
further discussions about the sub-GHz frequency bands around the world for short-range
wireless communication systems can be found in reference [5].

1.2 Definition of reliability

The focus of the current book is on reliability aspects of short-range wireless
communication systems. Ultimately, reliability should be defined by the application
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itself. For some applications (e.g., data transfer), reliability is about data integrity and
all the information sent by the transmitter must be accurately received at the receiver.
For other applications such as audio and video, it is less about data integrity and more
about tolerable distortion at the application layer which is a convoluted function of
error rates, error burstiness, delay, error concealment techniques, etc. Traditionally,
each layer of the communication stack addresses reliability at different timescales to
fix errors that are not correctable, observable, or too costly to correct at the lower
layers. In wireless systems, however, independent decisions at each layer often lead
to an unreliable or inefficient communication environment. Therefore, some degree of
cross-layer coordination/optimization has been proposed by numerous research papers
and adopted in some systems (especially between the PHY and medium access con-
trol (MAC) layers). In different chapters, examples of such cross-layer optimization
and coordination will be treated in their special contexts. In the rest of this section,
we briefly overview how reliability is impacted by the decisions at different layers
of the communication stack and discuss error sources from the perspective of each
layer.

1.2.1 Reliability at the PHY layer

The PHY layer in a digital communication system is responsible for bit-level trans-
mission/reception of signals between the nodes. It has to ensure that the transmitted
bits are reliably reconstructed at an intended receiver. In order to understand better
the basic principles of digital transmission/reception and related error sources involved
at the PHY layer, a simple example of a transmitter/receiver architecture is illustrated
in Figure 1.1. The chapters that will be addressing different aspects of reliability are
illustrated in the figure. At the transmitter, data to be communicated to a target receiver
is in the form of bits, composed of 0’s and 1’s. These bits are mapped onto signal
waveforms after a modulation/coding stage. Through an RF oscillator, the transmit
waveform is up-converted to the desired central frequency, amplified, and transmitted
through the antenna. Before the transmit waveform arrives at the receiver, it propa-
gates through the wireless channel, which may distort the transmitted signal in different
ways as illustrated in Figure 1.1. Once the signal arrives at the receiver, it passes
through the low-noise amplifier (LNA) and down-conversion stages, and gets demodu-
lated/decoded to obtain the received bits. The transmitter structure of short-range wire-
less devices defined in specific standards will be discussed in more detail in Chapter 2 and
Chapter 6.

Some of the important metrics that characterize reliability at the physical layer include
the signal to interference plus noise ratio (SINR), bit error rate (BER), symbol error
rate (SER), packet error rate (PER), and outage probability. Certain issues related to the
reliability and relevant error sources at the PHY layer may also be explained through the
help of basic channel capacity formulations. In reference [26], a reliable communication
is defined as having an arbitrarily small error probability Pb, and the maximum data rate
at which reliable communication is possible is defined as the capacity C of the channel.
Achievable capacity for reliable communications may simply be written for additive
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Figure 1.1 An example block diagram of a wireless transmitter/receiver and related error sources.

white Gaussian noise (AWGN) channels as2

Cawgn = B log

(
1+ Prec

σ 2
I + σ 2

n

)
, (1.1)

where B is the communication bandwidth, Prec is the received power of the signal, σ 2
I

captures the variance of different error/interference terms (which are assumed to be white
Gaussian processes independent from the noise term), σ 2

n = B N0 is the noise variance,
N0 is the noise spectral density, and Prec

σ 2
I +σ 2

n
is referred to as the SINR. Note that while

the interference is assumed to be Gaussian in (1.1), this holds only with a sufficiently
large number of interferers, which may not always be the case for short-range systems.
As the channel capacity in (1.1) increases, reliable communications become possible at
higher data rates. In order to increase the capacity, the bandwidth B can be increased
(e.g., through scheduling algorithms), average interference power (σ 2

I ) can be decreased
(e.g., through interference cancellation techniques), or the received power Prec can be
increased (e.g., through power control algorithms).

In the rest of this subsection, Figure 1.1 and equation (1.1) will be used to discuss the
major error sources that may impact the reliability at the PHY layer. Possible techniques
that may be used in order to mitigate the undesired effects of these error sources will

2 This may be easily extended to include different types of MIMO techniques, impact of multipath channels,
cooperative communications, etc. [26].
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also be explained, along with referrals to the related chapters in the book for a more
complete treatment.

1.2.1.1 Attenuation
The received power Prec in (1.1) should be sufficiently larger than the combination of
noise and interference powers for the reliable detection of received bits. Due to path loss,
the received power is less than the transmitted power. In free space, the Friis formula
relates the transmitted and received powers as follows:

Prec = Pt
λ2G tGr

(4πd)2
, (1.2)

where Pt denotes the transmit power, λ = c/ fc is the wavelength, c is the speed of light,
fc is the central frequency, and G t and Gr are the antenna gains at the transmitter and the
receiver, respectively. Since free-space propagation may not describe most environments
accurately, a better approach is to use the empirical path loss formula

Prec = Pt Po

(
do

d

)α

χsh , (1.3)

where Po is the measured path loss at a reference distance do (typically well approximated
by (4π/λ)2 for do = 1 [27]) and α is the path loss exponent. The path loss is also subject
to shadowing effect due to several obstacles between the transmitter and receiver, that
is captured by the multiplicative term χsh in (1.3). The shadowing is typically modeled
using a log-normal random variable, where 10 log10 χsh ∼ N (0, σ 2

s ), with σ 2
s denoting

the variance of χsh in the logarithmic scale.
It is obvious from both (1.2) and (1.3) that the path loss is directly proportional to

the central frequency. Therefore, wireless communication systems operating at higher
central frequencies (e.g., operating in the millimeter wave spectrum) may have signifi-
cantly shorter communication distances than wireless devices operating at lower central
frequencies. Similarly, the path loss is also directly proportional to the propagation dis-
tance. Therefore, the receivers that are closer to the transmitter will have larger received
powers while far-away receivers will have lower received powers, implying lower relia-
bility based on (1.1). A method to tackle this problem is to use adaptive modulation and
coding (AMC) schemes, which adaptively select the modulation/coding scheme based
on the received signal quality. When the received signal quality is good, higher order
modulation schemes such as 64-QAM can be utilized to achieve higher data rates. If the
receiver moves away from the transmitter, the received signal quality degrades and the
receiver is no longer able reliably to demodulate the received bits with 64-QAM. Hence,
a lower order modulation such as binary phase shift keying (BPSK) can be used, where
the distance between the constellation points is larger, enabling reliable demodulation
of the bits at the expense of lower data rates. The AMC schemes for high-rate systems
will be discussed in more detail in Chapter 4.

Another possible way to improve the system performance in the presence of variations
in the received signal power is to employ power control techniques. For users far away
from the transmitter, a larger transmit power may be used to ensure sufficiently large



1.2 Definition of reliability 11

received powers at the receiver. The power may also be focused along a certain beam
direction using beamforming techniques, which will be discussed in detail in Chapter 5.
In order to improve network lifetime, energy saving approaches at the MAC layer are
also commonly considered, which will be discussed in detail in Chapter 10.

1.2.1.2 Multipath propagation
Apart from path-loss and shadowing, the received signal power is also subject to varia-
tions (selectivity) in time, frequency, and space. These three characteristics of the channel
have critical impacts on receiver design and the reliability of communications. In par-
ticular, the channel should accurately be estimated for reliable detection of transmitted
symbols. Channel models for short-range wireless systems will be reviewed in Chapter 3
and Chapter 7 along with the related channel estimation techniques for high-rate and
low-rate systems, respectively.

While accurate channel estimation is critical for reliable communications, different
multiple antenna techniques may also be used in order to improve reliability by utilizing
the selectivity of the wireless channel in time, frequency, and space. The data rate of a
multiple antenna system may be improved using spatial multiplexing techniques, where
the achievable capacity scales with min{Ntx, Nrx}, with Ntx and Nrx denoting the number
of transmitter and receiver antennas, respectively [26]. On the other hand, multiple
antennas may also be used to increase the reliability through diversity techniques. For
example, through transmit diversity techniques, identical information is transmitted over
multiple antennas, each of which goes through independently fading channels. Receiver
diversity techniques, on the other hand, utilize multiple receiver antennas, which again
observe independently faded replicas of the transmitted signal. Through intelligent
combining of the multiple and independently faded replicas of the transmitted signal
at the receiver, a more reliable demodulation of the received signal can be obtained.
This tradeoff between the capacity and the reliability of a wireless system with multiple
antennas is commonly referred to as the diversity–multiplexing tradeoff [28]. Several
variations of MIMO and smart antenna techniques for short-range high-rate wireless
communications will be discussed in detail in Chapter 5.

1.2.1.3 Interference sources
Interference factors such as multiuser interference and narrowband interference may
make the σ 2

I term in (1.1) larger, and hence degrade the SINR and the reliability
of the received signals. Short-range wireless communication systems typically have to
coexist with various technologies utilizing the frequency bands summarized in Table 1.2.
Therefore, they may receive interference from (and cause interference to) other wireless
technologies such as the WLANs that operate within the unlicensed bands.

There may be several approaches for improving the reliability in the presence of
interference from other wireless devices. For example, cognitive radio techniques can be
utilized to sense the interference sources and try to avoid them [14]. Along these lines, in
Chapter 9, spectrum sensing techniques and some related experimental results for low-
rate systems will be presented. In some cases, however, it may not be possible to avoid
interference, necessitating the use of interference cancellation methods. Cancellation of
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multiuser and narrowband interference for short-range wireless communication systems
will be discussed in detail in Chapter 8.

1.2.2 Reliability at the MAC layer

At the MAC layer, reliability is traditionally defined from the data integrity point of
view and packets erroneously received from the physical layer are dropped. Thus, a
critical metric at this layer is the packet drop rate (PDR) and at least for point-to-point
unicast transmissions MAC layer designs aim at marginalizing the packet drops due to
link/channel errors. Collision-free channel access and coded or uncoded packet retrans-
missions are the main mechanisms employed at this layer to improve the PDR. On
the other hand, many wireless MAC designs do not attempt to fix packet errors for
point-to-multipoint (i.e., multicast/broadcast) wireless transmissions. Instead, low-rate
transmissions for such sessions are used for increased reliability in terms of PERs.
More recently, a combination of erasure coding at the MAC layer and rate control at the
PHY layer has been proposed as a promising technique for various multicast/broadcast
scenarios [52]. Since in short-range radio there are fewer receivers (with possibly more
correlations in their channel conditions) to be served in comparison to broadcasting
in terrestrial or satellite-type services, feedback might be a plausible option even for
multicast/broadcast-type services. Cross-layer optimization and cooperative communi-
cations have been other recent areas of focus that require tight coordination between the
MAC layer and other layers including physical and routing layers to improve reliability
in multiple access and multicast channels. Chapters 11 to 14 provide an interesting
spectrum of research results with an in-depth treatment of particularly important ones.

Limiting the reliability to data integrity and/or packet drop rates at the MAC layer is
quite a narrow view once the requirements of several short-range radio applications are
considered. In one set of applications such as multimedia and interactive applications,
forcing low packet error rates indiscriminately might induce excessive delays due to
retransmissions rendering the received packets useless at the application layer. Delay and
jitter are directly impacted by the MAC layer decisions. The scheduling problem might
be quite hard even under fixed channel conditions and error-prone wireless channels
coupled with such scheduling decisions lead to an even greater challenge. In this respect,
many efforts are dedicated to cross-layer optimization both in single-hop and multihop
wireless networks [51]. Some of those techniques are presented in Chapter 14. Another
critical reliability measure that mainly the MAC layer decisions govern is the network or
device lifetime, which is of paramount importance for battery-powered environments.
Several MAC design choices and the design tradeoffs for energy efficiency are discussed
in more detail in Chapter 10.

1.2.3 Reliability at the routing layer

At the routing layer, reliability traditionally targets end-to-end connectivity and main-
tenance of sufficiently high-quality communication paths under dynamic network
conditions. Network conditions might vary as a result of node or link failures, mobility,
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changes in wireless channel quality, changes in traffic demand, etc. Depending on the
particular scenario, few of these network dynamics become the dominant characteristics
and routing protocols can be customized accordingly with various notions of reliability.
For instance, many works on routing in wireless networks in the context of mobile ad-
hoc networks (MANET) have mainly focused on developing protocols that can work in
high-mobility scenarios. With links forming and tearing up quite fast, route discovery
and packet losses due to lack of connectivity are the main reliability issues that have
been investigated. Therefore, routing protocols in MANET scenarios have been eval-
uated principally with respect to their overhead versus packet delivery ratios, mainly
under deterministic coverage models [54, 55].

When wireless nodes are quasi-stationary or stationary, other aspects, such as losses
due to unreliable wireless channel conditions and to congestion, network stability, delay,
and network capacity, surface as critical objectives moving away from connectivity-
oriented routing layer reliability. In the context of wireless mesh networks and sensor
networks, these different angles of reliability have been tackled to a degree. Some of
the notable developments to increase the reliability of the routing layer range from
the devising of new routing metrics [56] to developing better protocols that utilize
techniques such as multipath diversity, opportunistic routing, back-pressure algorithms,
cooperative communications, erasure and network coding. Many of these methods take
full advantage of the broadcast medium and cross-layer optimization with the PHY and
MAC layers being important aspects. Some of these techniques are treated in Chapters 11
to 13. In particular, Chapter 11 investigates cooperative communication techniques with
emphasis on virtual beamforming and rateless coding. Authors construct a building block
network and protocols over a simpler relay channel model. Authors also investigate how
to perform routing and resource allocation in large networks based on these building
blocks. Chapter 12, in contrast, focuses on the relay selection problem in block fading
channels to boost the communication reliability against channel outages. Chapter 13
focuses on power-limited low SNR wideband communication scenarios. End-to-end
scaling performance limits of various relaying and multihop routing algorithms and
architectures in large-scale distributed wireless networks are investigated in depth. The
analysis formalizes multihop communication as another form of diversity.

Going beyond communications, in some more specialized areas such as in certain sen-
sor network applications, routing also facilitates and maintains high-quality (distributed)
computation, generates data compression opportunities, and/or forms a network-wide
storage. Routing plays an important role also in terms of network and node lifetimes,
since it ultimately determines the load of each relay node in the system [53].

A summary of how different error sources are handled in MAC and routing layers and
respective chapters in which they are handled is illustrated in Figure 1.2.

1.3 Review of related wireless standards

In order to provide harmonization of various short-range wireless systems, standardiza-
tion efforts are in progress. The main body that organizes standardization activities is the
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Figure 1.2 Different techniques for achieving reliability at the MAC/routing layers; (a) relay
selection, (b) cooperative communications, (c) error/erasure correction codes, (d) routing and
power saving mechanisms, (e) coded opportunistic scheduling.

IEEE, which formed the IEEE 802.15 Working Group for WPAN for the development
of consensus standards for short-range wireless networks [29].

In Table 1.3, the task groups (TGs) under the IEEE 802.15 Working Group are listed.
TG1 focused on Bluetooth devices and provided a standard for the initial versions of
Bluetooth. However, the main activities on the standardization of Bluetooth have been
undertaken by the Bluetooth Special Interest Group (SIG) [30], and the later versions
of Bluetooth have not been ratified as IEEE standards (see Section 1.3.1). TG2 was
formed to develop coexistence mechanisms for the coexistence of WPANs and WLANs,
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Table 1.3 Task groups (TGs) in IEEE 802.15 Working Group for WPAN [29].

Name Description IEEE standard

TG1 Bluetooth IEEE 802.15.1-2002
TG2 Coexistence of WPAN (802.15) and WLAN (802.11) IEEE 802.15.2-2003
TG3 High-rate WPAN IEEE 802.15.3-2003
TG3a High-rate alternative PHY None
TG3b MAC amendment to IEEE 802.15.3-2003 IEEE 802.15.3b-2005
TG3c Millimeter wave alternative PHY IEEE 802.15.3c-2009
TG4 Low-rate WPAN IEEE 802.15.4-2003
TG4a Low-rate alternative PHY with UWB and CSS IEEE 802.15.4a-2007
TG4b Enhancements to IEEE 802.15.4-2003 IEEE 802.15.4-2006
TG4c PHY amendment to IEEE 802.15.4-2006 and IEEE 802.15.4a-2007 IEEE 802.15.4c-2009
TG4d Amendment to IEEE 802.15.4-2006 IEEE 802.15.4d-2009
TG4e MAC amendment to IEEE 802.15.4-2006 In progress
TG4f Active RFID system In progress
TG4g Smart utility networks In progress
TG5 Mesh networking IEEE 802.15.5-2009
TG6 Body area networks (BANs) In progress
TG7 Visible Light Communications (VLC) In progress

and published the IEEE 802.15.2-2003 standard that focuses on the coexistence of
Bluetooth devices based on the IEEE 802.15.1-2002 standard and WLANs based on the
IEEE 802.11b-1999 standard [31]. Since the ongoing efforts on new WPAN and WLAN
standards affect the coexistence mechanisms between the networks, TG2 decided to stop
its activities and is now in hibernation until further notice [32].

TG3 is the high-rate task group for WPANs and it aims for high-rate (above 20 Mbps),
low-power and low-cost solutions for portable consumer digital imaging and multimedia
applications [33]. After TG3 published the IEEE 802.15.3-2003 standard for high-rate
WPANs, a new task group TG3b provided an amendment, IEEE 802.15.3b-2005, to the
standard for MAC layer enhancements. IEEE 802.15.3-2003 and IEEE 802.15.3b-2005
are studied in Section 1.3.2.2 in more detail. In 2005, TG3c was formed to provide an
amendment to the IEEE 802.15.3-2003 standard for an alternative PHY based on the
millimeter wave technology. The activities of TG3c and the millimeter wave technology
are discussed in Section 2.4 of Chapter 2. Another attempt to provide an alternative PHY
was taken by TG3a, which aimed for a PHY based on UWB technology. However, TG3a
was not able to choose between the two PHY proposals and had to stop its activities
without a standard. High-rate WPANs based on the UWB technology were standardized
by ECMA [34, 35]; this is discussed in detail in Section 2.2 of Chapter 2.

TG4 is the low-rate task group for WPANs, and published the IEEE 802.15.4-2003
standard. The standard aims to provide low-cost, low-rate, and ubiquitous communi-
cation between wireless devices. Low-rate WPANs and related standards are discussed
in Chapter 6. The activities of TG5, TG6, and TG7 are studied within this chapter in
Sections 1.3.2, 1.3.3, and 1.3.4, respectively.

In addition to the IEEE standards mentioned above, there are also standards on
short-range wireless systems developed by other standardization bodies, such as ECMA
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Table 1.4 Different classes for Bluetooth devices.

Class Maximum power (mW) Range (m)

Class 1 100 100
Class 2 2.5 10
Class 3 1 1

International [36] and ISA [37]. Also, a large number of proprietary systems are available
in the market. A brief discussion on the ISA SP-100 standard for process control and
monitoring is provided in Section 1.3.5, while a detailed review of ECMA standards for
UWB and millimeter wave communication systems will be provided in Chapter 2.

1.3.1 Bluetooth

Bluetooth is a WPAN standard for exchanging data over short distances. It is employed
in many personal devices today, such as mobile phones and laptops. Bluetooth was
originally developed by Ericsson in 1994. Then, the Bluetooth SIG was formed in 1998
with five companies, and the Bluetooth 1.0 specification was released in 1999 [30]. The
next versions, Bluetooth 1.1 and Bluetooth 1.2, were also IEEE standards, namely, IEEE
Standard 802.15.1-2002 and IEEE Standard 802.15.1-2005, respectively [38, 39]. The
first versions of Bluetooth employ Gaussian frequency shift keying (GFSK) and provide
data rates up to 721 kbps.

The second versions of Bluetooth, Bluetooth 2.0 and Bluetooth 2.1, provide an
enhanced data rate (EDR) feature and can reach data rates of 2.1 Mbps. EDR uses GFSK
for the packet header and the access code,3 and π/4 differential quaternary phase-shift
keying (π/4-DQPSK) or eight-phase differential phase-shift keying (8-DPSK) for the
payload [40]. The use of PSK in the payload provides the increase in the data rate.

The Bluetooth devices operate in the 2.4 GHz unlicensed ISM band, that is from
2.4 GHz to 2.4835 GHz. A Bluetooth system uses 79 channels in this band, that are
indexed as 2402+ k MHz for k = 0, 1, . . . , 78. Since each channel is 1 MHz, the
operating frequency range is given by [2.4015, 2.4805] GHz. Each channel is divided
into time slots for time-division duplexing (TDD), and FHSS is used to combat the
adverse effects of wireless channels, such as fading and interference. Frequency hoppings
can take place between 79 or fewer channels and a standard hop rate of 1600 hop/s is
employed [39]. In addition, the Bluetooth standard provides three classes with different
power-range tradeoffs as shown in Table 1.4.

The Bluetooth system supports point-to-point and point-to-multipoint connections.
Two or more devices with the same PHY form an ad-hoc network (piconet). One device
is designated as the master, and up to seven other devices can join the piconet as slaves.
All the devices in a piconet are synchronized to a common clock reference and frequency
hop pattern, which is determined by the master device [40, 41].

3 The access code is used by the receiver to recognize incoming transmissions.
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Figure 1.3 (a) Full mesh topology (b) partial mesh topology.

Recently, Bluetooth 3.0 specification has been announced by the Bluetooth SIG,
which integrates the previous Bluetooth technology with 802.11. Bluetooth 3.0 has the
Alternate MAC/PHY (AMP) feature, which facilitates the use of alternative MAC and
PHY layers to transfer Bluetooth profile data. By this method, transmission of large
amounts of data can be performed much faster than the previous versions of Bluetooth.
However, the conventional Bluetooth techniques are still employed for device discovery,
initial connection, and profile configuration, which provide an overall system with low
power consumption [42].

1.3.2 IEEE 802.15.5 (mesh networking)

The IEEE 802.15.5 standard specifies the necessary mechanisms that must be present
in the PHY and MAC layers of WPANs to facilitate wireless mesh networking (WMN)
[43, 44]. WMN enables dynamic self-organization and self-configuration, meaning that
the nodes in the network can automatically form an ad-hoc network and maintain mesh
connectivity [45]. A WMN is a fully connected network if each node is connected
directly to each of the other nodes, and is also called the full mesh topology. However,
in the partial mesh topology, some nodes are connected to all the others, but some
are connected only to those other nodes with which they exchange the most data [44].
In Figure 1.3, examples of full and partial mesh topologies are illustrated. The main
advantages of the full mesh topology are improved reliability and efficiency. However,
these advantages are accompanied by high cost, since a large number of links are needed.
Specifically, for a fully connected network with N nodes, N (N − 1)/2 links need to be
formed.

The IEEE 802.15.5 standard aims to optimize wireless mesh topologies for WPANs
in order to provide the following features [43]:

� extension of network coverage without increasing the transmit power or the receiver
sensitivity;

� enhanced reliability via route redundancy;
� easier network configuration;
� improved battery life.
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Figure 1.4 Network topologies in the IEEE 802.15.4-2006 standard, where circles represent the
PAN coordinators: (a) star topology; (b) peer-to-peer topology.

The standard describes WMN for low-rate WPANs and high-rate WPANs based on
related IEEE standards, as studied next.

1.3.2.1 Low-rate WPAN mesh
The IEEE 802.15.5 standard [43] provides an architectural framework to facilitate inter-
operable, stable, and scalable wireless mesh topologies for low-rate WPANs based on
the IEEE 802.15.4-2006 standard [46].4 Originally, IEEE 802.15.4-2006 supported the
star topology and the peer-to-peer topology, as shown in Figure 1.4. In the star topology,
the devices are connected to a single central controller, called the personal area network
(PAN) coordinator. However, in the peer-to-peer topology, a device can form a connection
with any other device as long as they are in range of each other. Although the peer-to-peer
topology allows mesh networking to be realized in WPANs, the IEEE 802.15.4-2006
standard does not specify how mesh networking should be implemented.

The IEEE 802.15.5 standard describes a standard way of performing mesh networking
over IEEE 802.15.4-2006, and provides supports for the following features [43]:

� unicast, multicast, and reliable broadcast mesh data forwarding;
� synchronous and asynchronous power saving for mesh devices;
� trace route function;
� portability of end devices.

Low-rate WPAN mesh networks have various applications, such as automation and
control, safety, security, environment monitoring, and automatic meter reading [43,47].
As a specific example, it is stated in reference [43] that, via WPAN mesh networks,
wireless light switches in a commercial building (e.g., in a department store) can control
the lights of an entire floor, with the ability to group lights in different ways in a dynamic
manner and turn them on/off with a single push of a button.

4 The IEEE 802.15.4-2006 standard is studied in detail in Section 6.2 of Chapter 6.
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Table 1.5 Different modulation and coding types in IEEE
802.15.3, where TCM refers to trellis coded modulation [48].

Modulation Coding Data rate (Mbps)

QPSK 8-state TCM 11
DQPSK None 22
16-QAM 8-state TCM 33
32-QAM 8-state TCM 44
64-QAM 8-state TCM 55

1.3.2.2 High-rate WPAN mesh
The high-rate WPAN mesh provides network range extension, reliable communication,
and efficient bandwidth reuse in high-rate multimedia applications based on the IEEE
802.15.3 standard [43]. As stated in reference [48], IEEE 802.15.3 defines a protocol
for the compatible interconnection of data and multimedia communication equipment
via 2.4 GHz radio transmissions in a WPAN. The main purpose of IEEE 802.15.3 is to
meet the requirements of portable consumer imaging and multimedia applications by
low-power and low-cost systems. In the IEEE 802.15.3 standard, various modulation and
coding types are employed in order to support scalable data rates, as shown in Table 1.5.
The MAC layer of the standard supports both isochronous and asynchronous data types,
and provides the following features [48]:

� ad-hoc peer-to-peer networking;
� fast connections;
� data transport with QoS;
� security.

In order to provide corrections and enhancements to the IEEE 802.15.3 standard,
the IEEE 802.15.3b amendment was published in 2005 [49]. IEEE 802.15.3b aims to
improve the MAC sublayer by introducing a new definition for the MAC layer man-
agement entity (MLME) service access point, and a new acknowledgment policy that
allows polling and a more efficient use of channel time. Interested readers are referred
to reference [49] for other important additions in IEEE 802.15.3b.

A number of IEEE 802.15.3 devices form a piconet, which is a wireless ad-hoc net-
work that facilitates independent data devices to communicate with each other. One of the
devices in a piconet becomes the piconet coordinator (PNC) and provides timing infor-
mation to the other devices via transmission of beacon signals, as shown in Figure 1.5.
In addition, the PNC manages the power-saving modes and the QoS requirements, and
controls access to the piconet [48].

The main purpose of the IEEE 802.15.5 standard is to provide an architectural frame-
work to facilitate PNCs in an IEEE 802.15.3 piconet to form a mesh network. In this
way, the advantages of mesh networking, listed at the beginning of Section 1.3.2, can be
realized. This facilitates various applications, such as coverage extension for multimedia
home networking, and improved capacity for interconnection between computers and
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Figure 1.5 Illustration of a piconet, where the circle represents the PNC. The dashed lines
indicate beacons sent from the PNC, whereas the solid lines denote data communications.

Figure 1.6 Multimedia home networking application of the high-rate WPAN mesh.

peripherals [47]. An example application is illustrated in Figure 1.6, where multimedia
networking is implemented in a multiroom house.

1.3.3 IEEE 802.15 TG6 (body area networks (BANs))

This ongoing standard is developing a reliable communication technology optimized
for low-power devices and operation on, in, or around the human body. Target appli-
cations include consumer electronics, medical implants and portable electronics, and
personal entertainment. In particular, applications that may benefit from this standard
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include the wireless monitoring of electroencephalogram (EEG), electrocardiogram
(ECG), electromyography (EMG), and the monitoring of vital signals. In customizing
the technology solution, regulatory issues such as specific absorption rate (SAR) limits
are taken into consideration.

The frequency bands supported in the IEEE 802.15.6 standard are 402–405 MHz,
420–450 MHz, 863–870 MHz, 902–928 MHz, 950–956 MHz, 2360–2400 MHz, and
2400–2483.5 MHz. Information data rates provided for these frequency bands are given
below.

� 402–405 MHz: {57.5, 75.9, 151.8, 303.6, 455.4} Kbps.
� 420–450 MHz: {57.5, 75.9, 151.8, 187.5} Kbps.
� 863–870 MHz: {76.6, 101.2, 202.4, 404.8, 607.1} Kbps.
� 902–928 MHz: {91.9, 121.4, 242.9, 485.7, 728.6} Kbps.
� 950–956 MHz: {76.6, 101.2, 202.4, 404.8, 607.1} Kbps.
� 2360–2400 MHz: {91.9, 121.4, 242.9, 485.7, 971.4} Kbps.
� 2400–2483.5 MHz: {91.9, 121.4, 242.9, 485.7, 971.4} Kbps.

There are several mechanisms to improve communication reliability in BANs includ-
ing relaying, hybrid ARQ, channel hopping, and interference mitigation.

The BAN supports a star network in which frames are communicated between a
coordinator and its end nodes directly. End nodes synchronize their transmissions to a
beacon that is periodically transmitted by the body area network (BAN) coordinator.
The standard also provides an option for an end node to relay data to the coordinator on
behalf of another end node. In this case, an end node is responsible for discovering a
secure relay in its range. Overhearing an ACK destined for another end node is used as
an indication that the link between the coordinator and that end node is fairly reliable.
Therefore, the overhearing node initiates link establishment with the discovered relay
end node.

To improve reliability, a hybrid automatic repeat request (HARQ) is adopted. Another
reliability improvement comes with channel-hopping. A coordinator may switch to a
different channel by including in its beacon the channel-hopping state and the next
channel hop fields. It is important that the new channel-hopping sequence is not being
used by a different BAN. Switching to a different channel-hopping sequence does not
take effect immediately. The coordinator and its end nodes should reside in the current
channel for a certain number of beacon periods.

A prospective coordinator can use an interference mitigation mode, in which the
coordinator selects a logical channel for network operation while minimizing the impact
on the existing BANs. Performing a passive scan on all logical channels in all frequency
bands can help the prospective coordinator to estimate other BAN information such as
the number of devices on other BANs, their traffic estimates, the data rate used by devices
in the other BANs, etc. At the end of the passive scan, the prospective coordinator makes
a decision about which logical channel and frequency band to use.

This standard is currently going through a letter ballot and comment resolution. It is
expected to be completed in the first half of 2011.
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Peer-to-peer

master slave

Star Broadcast

Figure 1.7 Illustration of the three network topologies supported by IEEE 802.15.7 VLC
networks: peer-to-peer, star, and broadcast.

1.3.4 IEEE 802.15 TG7 (visible light communication)

The IEEE 802.15.7 standard defines both PHY and MAC for short-range optical wireless
communications, using visible light in optically transparent media. The visible light
spectrum extends from 380 to 780 nm in wavelength. The standard is required to deliver
data rates sufficient to support audio and video multimedia services. Issues such as
mobility of the visible link, compatibility with visible light infrastructures, impairments
due to noise, and interference from unintended sources such as ambient light are being
addressed, because VLC systems may need to coexist with ambient lighting and other
optical technologies. Also, the standard is required to abide by any applicable eye safety
regulations.

VLC devices are classified as infrastructure, mobile, and vehicle-mounted. The stan-
dard supports both uni-directional and bi-directional data, with point-to-point or point-
to-multipoint connectivity. The supported topologies are peer-to-peer, star, and broadcast
as shown in Figure 1.7.

A PER of 8% is targeted. The packet size chosen for transmission range evaluation is
256 bytes for low data rate applications and 1024 bytes for high data rate applications.

VLC transmits data by intensity modulating optical sources such as LEDs [50]. Some
of the key features of this standard include

� star or peer-to-peer operation;
� optional guaranteed time slots;
� random access with collision avoidance;
� acknowledged transmissions.

The PHY supports three modes:

� Type-I: intended for ranges of tens of meters and low data rate (tens of Kbps) applica-
tions. Modulation in this type is ON/OFF keying (OOK) and variable pulse position
modulation (VPM).

� Type-II: intended for ranges of tens of meters and moderate data rates in the order of
tens of Mbps. This type supports color shift keying (CSK)-based modulation as well
as OOK and VPM.

� Type CSK: intended for applications that are using CSK with multiple light sources
and detectors.
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Figure 1.8 Illustration of the SP100.11a supported network topologies for I/O devices and routers.

The standard provides channel hopping to avoid adjacent cell and adjacent coor-
dinator interference. For instance, two coordinators can adopt the following hop-
ping patterns to avoid interference with each other: {R,B,G,G,G,R,G,B,R} and
{G,G,R,B,R,G,B,R,G}, where R, G, and B denote the red, green, and blue colors,
respectively.

This standard is also currently going through a letter ballot and comment resolution.
It is expected to be completed in the first half of 2011.

1.3.5 ISA SP100.11a (process control and monitoring)

Target applications of SP100.11a are periodic monitoring and process control, where
tolerable latency is less than 100 ms. The standard supports simple star topology for
portable and I/O devices, mesh topology for routing devices, and a combination of the
two, as illustrated in Figure 1.8. Path diversity is envisioned to improve reliability.

SP100.11a uses the 2.4 GHz option of the IEEE 802.15.4-2006 as the default PHY. At
least 15 frequency channels are supported. A raw PHY data rate is 250 Kbps per channel.
Unlike the IEEE 802.15.4 MAC, carrier sense multiple access (CSMA)-based medium
access control is made optional, because it may delay transmission of a packet due to
random backoff. Instead, the superframe structure is divided into time slots the same as
in the time slotted channel hopping (TSCH) configuration of the IEEE 802.15.4e. Each
time slot is dedicated to communication between a particular source and destination
pair over a prespecified frequency channel hopping pattern. This is referred to as slot
hopping in the standard. Channel hopping can be also on a superframe basis. Then, it is
called slow hopping. A combination of slot hopping and slow hopping (see Figure 1.9)
is also supported.

The ISA SP100.11a standardization was completed in 2009 as being the first industrial
wireless networking standard in the ISA100 family of standards. This wireless mesh
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Figure 1.9 Illustration of the hybrid channel hopping operation in SP100.11a, where a number of
timeslots using slotted hopping is followed by a slow-hopping period.

network standard protocol helps supplier companies to build inter-operable wireless
automation control products.
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High-rate systems





2 High-rate UWB and 60 GHz
communications
Sinan Gezici and Ismail Guvenc

In this chapter, two technologies for high data-rate communications systems for wireless
personal area networks (WPANs) are discussed. Namely, the ultrawideband (UWB)
technology that operates in the 3.1–10.6 GHz band and the millimeter wave (MMW)
technology (also called 60 GHz radio) that can use the 57–64 GHz band in most parts
of the world are considered. First, a generic overview is given and various application
scenarios are discussed. Then, the ECMA standard for high-rate UWB systems is studied.
Finally, two standards for the 60 GHz MMW radio are investigated.

2.1 Overview and application scenarios

In order to realize high-speed communications systems with low power consumption,
signals with very large bandwidths need to be employed. One way of designing such
communications systems is to use UWB signals as an underlay technology by utilizing
all or part of the frequency spectrum between 3.1 and 10.6 GHz [1–3]. According to the
US Federal Communications Commission (FCC), a UWB signal is defined as having
an absolute bandwidth of at least 500 MHz or a relative (fractional) bandwidth of larger
than 20% [3, 4].

In order not to cause any adverse effects on other wireless systems in the same fre-
quency band, such as IEEE 802.11a wireless local area networks (WLANs), certain
power emission limits are imposed on UWB devices by regulatory authorities, such
as the FCC in the USA [3] and the Electronic Communications Committee (ECC)
in Europe [5]. For example, the FCC requires that the average power spectral den-
sity (PSD) must not exceed −41.3 dBm/MHz over the frequency band from 3.1 to
10.6 GHz, and it must be even lower outside this band, depending on the specific appli-
cation [3]. Specifically, Figure 2.1 shows the FCC limits for indoor communications
systems.

Due to the regulations on UWB systems, high-rate UWB systems can only be
used for short-range applications. Some typical applications can be listed as follows
[6, 7]:

wireless peripheral connectivity UWB systems can provide high data rates of the
order of several hundreds of megabits per second (Mbps), which can be used to
provide high-speed wireless connectivity between PCs and PC peripherals, such as
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Figure 2.1 FCC emission limits for indoor UWB systems, where EIRP refers to equivalent
isotropically radiated power, which is defined as the product of the power supplied to an antenna
and its gain in a given direction relative to an isotropic antenna [2].

printers, external storage devices, and scanners. In this context, wireless universal
serial bus (USB) is one of the killer applications of high-rate UWB systems [8].

wireless multimedia connectivity UWB systems can provide connectivity for audio
and video electronics devices, such as digital cameras, camcorders, MP3 players,
and DVDs. However, the current UWB systems, which provide data rates up to
480 Mbps, may not be sufficient for transfer of certain high-definition (HD) video
streams.

location based services due to their large bandwidths, UWB signals can be used
to obtain accurate position information as well [2]. Therefore, UWB systems can
provide location aware services at specific locations.

wireless ad-hoc connections UWB devices can form ad-hoc networks to transfer
data between various electronics devices. For example, a digital camera can be
connected directly to a printer to print pictures [7].

One of the most important applications of UWB signaling is wireless USB, which is
the wireless extension to USB that combines the speed and security of wired technology
with the convenience of wireless technology [8]. Wireless USB is based on the multiband
orthogonal frequency division multiplexing (MB-OFDM) UWB radio platform, which
is discussed in Section 2.2. It provides 480 Mbps at 3 m and 110 Mbps at 10 m. Recently,
a number of commercial products have appeared on the market (Figure 2.2).

Another way of designing high-speed systems for short-range wireless communica-
tions is to utilize the MMW frequency bands, especially the 60 GHz band [9–13,19–28].
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Figure 2.2 A commercial wireless USB product.

The frequency spectrum from 57 GHz to 64 GHz is allocated for MMW communications
in most parts of the world [10–12]. MMW communications systems can provide data
rates of a few gigabits per second (Gbps) over ranges up to 10 m [9].

Due to high signal attenuation in the MMW frequency bands, 60 GHz radios transmit
significantly more power than other WPAN systems. On the other hand, high attenuation
also results in reduced interference levels and efficient frequency reuse. Therefore, very
high throughputs can be achieved in a network [11]. Another advantage of using the
60 GHz radio is related to compact component sizes at MMW frequencies, which, for
example, facilitates the use of multiple antennas at user terminals [11]. In reference [13],
four advantages of 60 GHz communications over UWB communications have been
specified as follows:

1. International coordination for the operating spectrum is difficult for UWB, as opposed
to 60 GHz communications.

2. UWB systems may suffer from in-band interference from devices such as WLANs
at 2.4 GHz and 5 GHz unlicensed bands, while 60 GHz bands are free of major
interference sources.

3. While UWB systems can provide data rates up to 480 Mbps, 60 GHz devices are
capable of providing data rates on the order of several Gbps.

4. Due to the path loss which depends tightly on the central frequency, the received
signal strength may show considerably larger variations over the spectrum of UWB
signals (where the spectrum may range between 3.1 GHz and 10.6 GHz), while the
dynamic range of path loss over the spectrum range of 60 GHz systems is considerably
lower.
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Figure 2.3 Wireless transfer of HD video/audio from a DVD player to an HDTV, and from a
laptop to a projector or to an HDTV.

Due to the large bandwidth of 7 GHz allocated to MMW communications systems,
various applications that require high-speed data transmission are envisioned. In refer-
ence [12], the main application areas are listed as:

� HD video streaming;
� file transfer;
� wireless gigabit Ethernet;
� wireless docking station and desktop point-to-multipoint connections;
� wireless backhaul;
� wireless ad-hoc networks.

One of the most exciting applications of MMW communications is wireless HD
video streaming. Currently, high-definition televisions (HDTVs) have various data rates
ranging from several hundred Mbps to a few Gbps depending on the resolution and the
frame rate. For example, for an HDTV with resolution 1920× 1080 and frame rate 60 Hz,
the required data rate for wireless HD transmission is around 3 Gbps (considering RGB
video format with 8 bits per channel per pixel) [11]. Therefore, multigigabit wireless
communications capability of the 60 GHz radio is essential in HD video streaming.

Transfer of HD video/audio streams to an HDTV can come from various devices,
such as a laptop, a personal data assistant (PDA), or a portable media player (PMP) [12]
(Figure 2.3). In such scenarios, typical communication ranges vary from 3 meters to
10 meters, and both line-of-sight (LOS) and non-line-of-sight (NLOS) connections can
be encountered. As another example, HD streams can be sent from a laptop to a projector
as shown in Figure 2.3 as well [12].

Another important application of the 60 GHz radio is the wireless transfer of bulky
files between various devices [11, 12]. For example, in office or residential environ-
ments, wireless file transfer can be performed between a computer and its peripherals
such as printers, camcorders, and digital cameras. In addition, it is possible to sell
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Table 2.1 Allocation of frequency bands in the ECMA-368 standard.

Band index Center frequency (GHz) Band group

1 3.432 1
2 3.960 1
3 4.488 1
4 5.016 2
5 5.544 2
6 6.072 2
7 6.600 3
8 7.128 3
9 7.656 3

10 8.184 4
11 8.712 4
12 9.240 4
13 9.768 5
14 10.296 5

audio/video contents in a kiosk in a store using MMW communications, as mentioned
in reference [12].

2.2 ECMA-368 high-rate UWB standard1

The main standards for high-rate UWB systems are the ECMA-368 high-rate UWB PHY
and MAC standards and the ECMA-369 MAC-PHY interface for ECMA-368 [14, 15].2

In particular, these ECMA standards specify a basis for high data rate and short-range
WPANs, utilizing all or part of the spectrum between 3.1 GHz and 10.6 GHz with data
rates of up to 480 Mbps [2].

In the ECMA-368 high-rate UWB standard, the frequency band 3.1–10.6 GHz is
divided into 14 bands, with a 528 MHz spacing between consecutive center frequencies.
Namely, the center frequency for the nth band, f (n)

c , is calculated as

f (n)
c = 2.904+ 0.528n (GHz), (2.1)

for n = 1, . . . , 14. In addition, these 14 frequency bands are classified into 5 band groups
as shown in Table 2.1. The transmitted signal at a given time occupies only one of the
14 frequency bands, and time-frequency codes (TFCs) are used to specify the frequency
band used by each symbol. For example, Figure 2.4 illustrates a time-frequency plot for
six consecutive symbols for a TFC of {1, 2, 3, 1, 2, 3}. In other words, the first, second,
and third symbols are transmitted in band 1, band 2, and band 3, respectively; and this
structure is repeated for the next three symbols.

1 This section is adopted from Section 2.3.1 of reference [2].
2 ECMA International is an industry association that works on the standardization of information and com-

munication technology and consumer electronics (www.ecma-international.org).
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Table 2.2 Seven TFCs for band group 1 [2].

TFC-1 1 2 3 1 2 3
TFC-2 1 3 2 1 3 2
TFC-3 1 1 2 2 3 3
TFC-4 1 1 3 3 2 2
TFC-5 1 1 1 1 1 1
TFC-6 2 2 2 2 2 2
TFC-7 3 3 3 3 3 3

Figure 2.4 Time-frequency plot for a system using the first three bands with a TFC of
{1, 2, 3, 1, 2, 3} [2].

The ECMA-368 standard defines a total of seven TFCs for the first band group as
shown in Table 2.2. Similarly, seven TFCs are defined for band groups 2, 3, and 4.
However, for band group 5, only {13, 13, 13, 13, 13, 13} and {14, 14, 14, 14, 14, 14},
are specified. In this way, a total of 30 channels are specified in the standard. When a
TFC consists of at least two distinct band indices, time-frequency interleaving (TFI) is
performed as data is interleaved over different bands. Otherwise, data is transmitted over
a single band, which is called fixed-frequency interleaving (FFI) [2].

2.2.1 Transmitter structure

The physical layer (PHY) of the ECMA-368 standard is based on MB-OFDM. According
to the TFCs described above, OFDM symbols are transmitted in some of the 14 frequency
bands. A generic structure of the MB-OFDM transmitter according to the ECMA-368
standard is shown in Figure 2.5. First, information bits to be transmitted are scrambled,
and then encoded using a convolutional encoder. A convolutional encoder encodes the
input bits by passing them through a linear finite state machine, where the number of
states determines the constraint length of the code, and the ratio between the number
of output bits and the number of input bits specifies the rate of the code [2]. In the
ECMA-368 standard, a convolutional encoder with rate 1/3 and constraint length 7 is
employed. By using this encoder, various code rates can be obtained via the puncturing
technique, which omits some of the encoded bits at the output of the encoder to increase
the coding rate. For instance, by omitting 7 bits from each 15 encoded output bits of
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Figure 2.5 Basic blocks of an MB-OFDM UWB transmitter according to the ECMA-368 [2].

the rate 1/3 convolutional encoder, the rate can be increased to 5/8. In the standard, a
coding rate of 1/3, 1/2, 5/8, or 3/4 can be used in the system corresponding to various
data-rate options [2].

After convolutional encoding, the encoded bits are interleaved, which is a process
that spreads bits over a series of symbols in order to provide robustness against burst
errors. The ECMA-368 standard defines both inter-symbol and intra-symbol interleav-
ing. For the inter-symbol interleaving, bits are permuted over six symbols, whereas the
arrangements of bits inside symbols are changed according to certain structures for the
intra-symbol interleaving [2].

After the interleaving operation, the bits are mapped onto a complex constellation.
For data rates of 53.3, 80, 106.7, 160, and 200 Mbps, the binary data is mapped to a
quadrature phase-shift keying (QPSK) constellation, whereas for data rates of 320, 400,
and 480 Mbps, the binary data is mapped to a multidimensional constellation using the
dual-carrier modulation (DCM) approach [2]. For QPSK, each pair of binary bits, b2i

and b2i+1, is mapped to a complex number given by 1√
2

(2b2i − 1+ j(2b2i+1 − 1)) for
i = 0, 1, . . . For DCM, all 200 bits are converted into 100 complex numbers by grouping
200 bits into 50 groups of 4 bits, and then by mapping each 4-bit group onto 2 complex
numbers according to a specific pattern, as defined in reference [14].

The complex numbers obtained via constellation mapping are then input to the OFDM
modulator in Figure 2.5, and zero padding is applied to the output of the OFDM mod-
ulator [2]. Next, the discrete signal is converted into a continuous-time waveform by a
digital-to-analog converter (DAC) and an anti-aliasing filter. Finally, depending on the
TFC, a local oscillator is employed to set the center frequency of the signal, which is
then transmitted through the antenna as shown in Figure 2.5.

2.2.2 Signal model

The mathematical expression for the transmitted packet is given by

stx(t) = Re

{
Ns∑

i=0

si (t − iTs) exp
(

j2π f (q(i))
c t

)}
, (2.2)
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where Ts is the symbol length, Ns is the number of symbols in the packet, si (t) is the
complex baseband signal representation for the i th symbol, f (n)

c is the center frequency
for the nth frequency band, and q(i) is a function that maps the i th symbol to the
appropriate frequency band according to the TFC at the transmitter. For example, for
the TFC in Figure 2.4, q(i) = mod{i, 3} + 1 can be used, where mod{x, y} represents
the remainder of the division of x by y [2].

Since each packet consists of a synchronization preamble, a header, and a PHY service
data unit (PSDU),3 the symbol si (t) in (2.2) is expressed according to the symbol index
as follows:

si (t) =

⎧⎪⎪⎨⎪⎪⎩
ssync,i (t), 0 ≤ i < Nsync

shdr,i−Nsync (t), Nsync ≤ i < Nsync + Nhdr

sframe,i−Nsync−Nhdr (t), Nsync + Nhdr ≤ i < Ns

, (2.3)

where Nsync and Nhdr are the number of symbols in the synchronization preamble and
header sections of the packet, respectively. In the following, the detailed descriptions
of the signal structures are provided only for the header and the PSDU. Interested
readers are referred to reference [14] for a detailed investigation of the synchronization
signals.

Consider the discrete signal si [k], which is obtained by taking the IDFT of the complex
modulated data:

si [k] = 1√
NFFT

61∑
l=−61

bi,l exp ( j2πlk/NFFT) , (2.4)

for i = Nsync, . . . , Ns − 1 and k = 0, 1, . . . , NFFT − 1, where bi,l is the complex infor-
mation at the lth subcarrier of the i th symbol, and NFFT is the size of the IDFT. Note
that si [k] in (2.4) is an OFDM symbol, which effectively divides the frequency spectrum
of 528 MHz into overlapping but orthogonal subbands by using NFFT subcarriers and
transmits information symbols (bi,l) at each subcarrier [2, 16].

The ECMA-368 standard specifies that the total number of subcarriers NFFT is 128,
and out of 128 subcarriers 122 are used in the system, as can be noted from (2.4)
(the subcarrier corresponding to the DC component is set to zero; i.e., bi,0 = 0). The
subcarriers are classified as data subcarriers, pilot subcarriers, and guard subcarriers.
According to the standard, there are 100 data subcarriers that are used to carry informa-
tion, whereas there exist 12 pilot subcarriers that transmit known data for the purpose
of signal parameter estimation at the receiver. Also, there are 10 guard subcarriers, 5 on
each side of the OFDM symbol, that carry the same information as the outermost data
subcarriers [2, 14].

In order to mitigate the effects of multipath propagation and to provide a time window
to allow the transmitter and the receiver sufficient time to switch between the different
bands, zero-padding is applied to si [k] after the IDFT operation, and sframe,i [k] and

3 The PSDU is formed by concatenating the frame payload with the frame check sequence, tail bits, and pad
bits, which are inserted in order to align the data stream on the boundary of the symbol interleaver [14].
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Table 2.3 Various data rate options and corresponding parameters in the ECMA-368 standard [2].

Data rate (Mbps) Modulation Coding rate FDS factor TDS factor

53.3 QPSK 1/3 2 2
80 QPSK 1/2 2 2

106.7 QPSK 1/3 1 2
160 QPSK 1/2 1 2
200 QPSK 5/8 1 2
320 DCM 1/2 1 1
400 DCM 5/8 1 1
480 DCM 3/4 1 1

shdr,i [k] are obtained as

shdr,i [k] =
{

si [k], k = 0, 1, . . . , NFFT − 1,

0, k = NFFT, . . . , Ns − 1,
(2.5)

for i = Nsync, . . . , Nsync + Nhdr − 1, and

sframe,i [k] =
{

si [k], k = 0, 1, . . . , NFFT − 1,

0, k = NFFT, . . . , Ns − 1,
(2.6)

for i = Nsync + Nhdr, . . . , Ns − 1. Then, from the discrete-time signals shdr,i [k] and
sframe,i [k], the continuous-time symbols si (t) are obtained by digital-to-analog conversion
and filtering, as shown in Figure 2.5.

2.2.3 System parameters

Table 2.3 lists the data rates supported by the ECMA-368 standard that range from
53.3 Mbps to 480 Mbps. Note that various data rates are achieved by adjusting the
rate of convolutional encoder, and/or by using spreading in the time and/or frequency
domain. In the time-domain spreading (TDS), the same information is transmitted
across two consecutive OFDM symbols, whereas in the frequency-domain spreading
(FDS) the same information is transmitted on two separate subcarriers within an OFDM
symbol [2].

In Table 2.4, the main system parameters are listed. As each symbol is transmitted
over 312.5 ns and 100 data subcarriers are transmitted per symbol, a total of 3.2×
108 subcarriers are transmitted per second. Since each subcarrier carries two bits of
information (for both QPSK and DCM), the raw data rate is obtained as 640 Mbps.
Then, according to the rate R of the convolutional encoder, and the TDS and FDS
factors, the data rate can be calculated as

Data rate = Raw data rate× R

NTDS × NFDS
, (2.7)

where NTDS and NFDS denote the TDS and FDS factors, respectively. Note that the data
rates listed in Table 2.3 can be obtained from the relation in (2.7). For example, the
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Table 2.4 Systems parameters for the MB-OFDM UWB transmitter according
to the ECMA-368 standard [2].

Parameter Definition Value

NFFT Total number of subcarriers (FFT size) 128
NT Total number of subcarriers used 122
ND Number of data subcarriers 100
NP Number of pilot subcarriers 12
NG Number of guard subcarriers 10
Ts Symbol interval 312.5 ns
TFFT IFFT and FFT period 242.42 ns
TZP Zero-padding duration 70.08 ns
Tswitch Time to switch between bands 9.47 ns

highest data rate of 480 Mbps is achieved for R = 3/4, NTDS = 1, and NFDS = 1; that
is, 640 Mbps× (3/4)/(1× 1) = 480 Mbps.

2.3 ECMA-387 millimeter-wave radio standard

The main standards for millimeter wave communications are as follows:

� ECMA-387 high rate 60 GHz PHY, MAC, and HDMI PAL standard [17];
� IEEE 802.15.3c wireless MAC and PHY standard for high rate WPANs [18].

While there are several similarities between the two standards, they also have their own
unique features. For example, ECMA-387 uses a distributed MAC protocol based on
specifications by WiMedia, while IEEE 802.15.3c uses a centralized MAC architec-
ture [19]. In this section, important features of the ECMA-387 standard will be reviewed
in detail, and the next section will summarize some unique features of the IEEE 802.15.3c
standard. While IEEE 802.11 TGad is also working on a millimeter wave standard with
a target completion date of December 2012, it will not be specifically discussed in this
chapter.

ECMA International TC48 completed its millimeter wave standard ECMA-387 in
December 2008. The main applications targeted by the standard are bulk data transfer
and high-definition video streaming at very high data rates. In ECMA 387, the frequency
range between 57 GHz and 66 GHz is divided into four channels each having an
equal bandwidth of 2.16 GHz. There exists a 240 MHz of guardband between 57 and
57.24 GHz, while another guardband of 120 MHz is placed between 65.88 and 66 GHz.
Table 2.5 summarizes the unique band numbering system specified in ECMA-387 for
the utilization of all four channels as well as their different combinations, where fL, fC,
and fU, denote the lower frequency, central frequency, and upper frequency for each
band, respectively.

Three types of device are defined in the ECMA-387 standard depending on their
capabilities: Type A devices, Type B devices, and Type C devices [17, 20]. While all of
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Table 2.5 Band allocation in ECMA 387 [17].

Band ID Channel bonding fL (GHz) fC (GHz) fU (GHz)

1 No 57.24 58.32 59.40
2 No 59.40 60.48 61.56
3 No 61.56 62.64 63.72
4 No 63.72 64.80 65.88
5 1 and 2 57.24 59.40 61.56
6 2 and 3 59.40 61.56 63.72
7 3 and 4 61.56 63.72 65.88
8 1, 2, and 3 57.24 60.48 63.72
9 2, 3, and 4 59.40 62.64 65.88

10 1, 2, 3, and 4 57.24 61.56 65.88

Table 2.6 Device types in ECMA-387 and corresponding data rates [17].

Device type Mode Transmission scheme Data rate

Type A
Mandatory SCBT (A0) 0.397 Gbps
Optional SCBT 0.794 to 6.350 Gbps (no CB)
Optional OFDM 1.008 to 4.032 Gbps

Type B
Mandatory DBPSK 0.794 to 1.588 Gbps (no CB)
Optional DQPSK, UEP-QPSK, 3.175 Gbps

Dual-AMI

Type C
Mandatory OOK 0.8 Gbps and 1.6 Gbps
Optional 4ASK 3.2 Gbps

the four bands in Table 2.5 may be used individually, Type A and Type B devices may
also use channel bonding (CB) to combine multiple of these bands in order to achieve
higher data rates. All three devices can operate independently; moreover, they can also
coexist and inter-operate with each other. Some of the important characteristics of these
three different device types are summarized in Table 2.6, which will be further discussed
below.

Type A devices can be considered as high-end devices which may typically be used
for video/data services over LOS/NLOS links with trainable antennas. They have sig-
nificant baseband DSP capabilities, which enable the implementation of sophisticated
equalization and FEC techniques. Type A devices have two main transmission schemes:
single carrier block transmission (SCBT) and orthogonal frequency division multiplex-
ing (OFDM). The cyclic prefix (CP) size may be selected among four different options
for SCBT (0, 32, 64, or 96 symbols), while a fixed CP size of 64 symbols is considered
for OFDM. Having a variable CP size in SCBT allows good performance in varying
multipath environments. As specified in Table 2.6, using Type A devices with SCBT and
no CB, ECMA-387 is capable of achieving data rates up to 6.35 Gbps. On the other hand,
SCBT with channel bonding is capable of achieving data rates as large as 25.402 Gbps
when all the available bands are utilized (see Section 10.2.1 in reference [17]).



42 High-rate UWB and 60 GHz communications

Table 2.7 Transmit spectral mask requirements in ECMA-387 for Type A, Type B, and
Type C devices (in MHz) [17].

Device type Channel bonding f0 f1 f2 f3 f4

A and B Single channel N/A 1050 1080 1500 2000
C Single channel 4 1050 1080 1500 2000
A and B Two bonded channels N/A 2100 2160 3000 4000
A and B Three bonded channels N/A 3150 3240 4500 6000
A and B Four bonded channels N/A 4200 4320 6000 8000

Figure 2.6 Transmit spectrum mask for Type A, Type B, and Type C devices in ECMA-387 [17].

Type B devices specified in ECMA-387 use a simplified single-carrier transmission
scheme. They can be considered as economy devices that may be used for video and data
services over LOS links with non-trainable antennas. Cyclic prefix is not supported by
Type B devices, and there is no discovery mode for antenna training. In the mandatory
mode, differential BPSK (DBPSK) is utilized, which is capable of achieving data rates
on the order of 0.8 Gbps. On the other hand, up to 3.2 Gbps data rates can be achieved
with the optional mode.

Finally, Type C devices are the bottom-end devices with an extremely short range of
operation (less than 1 m), inexpensive PHY implementation, and nontrainable antennas.
Both coherent and noncoherent detection is possible with Type C devices, thanks to the
use of amplitude shift keying (ASK) modulation. As opposed to Type A and Type B
devices, channel bonding is not supported for Type C devices.

The PSD masks for Type A, Type B, and Type C devices are shown in Figure 2.6,
where the parameters, f0, f1, f2, f3, and f4 are specified in Table 2.7. Note that since
channel bonding is not possible for Type C devices, the spectral mask applies only to
single channel transmissions. On the other hand, spectral masks for Type A and Type B
devices are applicable to single channel transmission, as well as channel bonding with
two, three, or four bonded channels. Since Type C devices generate a single line spectrum
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Figure 2.7 Block diagram of the SCBT PHY baseband of Type A devices in ECMA-387 (with
EEP) [17].

at the center frequency fc, the PSD mask for Type C devices allows an extra 35 dBr
transmission power over the PSD of Type A and Type B devices in the frequency range
from −4 MHz to 4 MHz.4

2.3.1 Transmitter structure

As discussed, both single-carrier and OFDM-based transmissions are possible in the
ECMA-387 standard. In this section, the transmitter structures for Type A (both for SCBT
and OFDM), Type B, and Type C devices will be reviewed based on the specifications
in reference [17].

2.3.1.1 Type A devices
A general view of the encoding procedure for Type A SCBT with equal error protection
(EEP) is illustrated in Figure 2.7. First, the payload data to be transmitted is scrambled,
followed by inclusion of pad bits. Then, a systematic Reed–Solomon (RS) encoder
RS(255, 239) defined over Galois field GF(28) and having primitive polynomial p(z) =
z8 + z4 + z2 + 1 is used to encode the output bit stream from the output of bit padding.
The RS encoded bits are then demultiplexed to obtain four bit streams, and each bit
stream is interleaved by a bit interleaver of length 48. After the inclusion of tail bits,
each bit stream goes through a convolutional encoder using an appropriate coding rate
of R = 4/7, 2/3, 4/5, 5/6, 6/7. In particular for non-square 8QAM (NS8QAM) and
16QAM modulation schemes, trellis coded modulation (TCM) is utilized. Then, the

4 dBr denotes the relative power difference in decibels.
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Figure 2.8 Constellation of QPSK modulation with (a) EEP, and (b) UEP.

Figure 2.9 An example of the SCBT symbol structure.

coded bits from the four streams are multiplexed to obtain a single stream, which is
mapped to the constellations based on the targeted data rate. Obtained data symbols are
repeated consecutively by NTDS times at the TDS stage, and fed into a symbol interleaver
after inclusion of pad symbols. The symbol interleaver uses a 21 by 24 dual helical scan
interleaver to obtain output symbols to be transmitted, where the data symbols are written
and read in a memory block with a helical scan pattern [17].

For the case of SCBT with unequal error protection (UEP), the transmitter structure
is similar to the one in Figure 2.7, with the exception of splitting least significant
bits (LSBs) and most significant bits (MSBs) before scrambling the payload data. This
ensures that the bits that require higher reliability are more robust to demodulation errors
at the receiver. For example, the MSBs of the color pixel have more significant impact
on the video quality compared to the LSBs, and require higher reliability. Example
constellations for QPSK modulation with EEP and UEP are illustrated in Figure 2.8(a)
and Figure 2.8(b), respectively. While the constellation points are uniformly spaced for
EEP-QPSK modulation, the Euclidean distance between the constellation points with
different MSB bits is scaled by α for the UEP-QPSK modulation. In ECMA-387 [17],
α is taken as 1.25.

After the multiplexed transmit symbols are obtained, the SCBT symbol is generated
as shown in Figure 2.9. The transmit data symbols are divided into blocks of length
ND = 252, each of which is appended with a pilot symbol sequence of length NP = 4 to
obtain the SCBT block. The SCBT block is then prefixed with a cyclic prefix of length
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Figure 2.10 Block diagram of the OFDM PHY baseband of Type A devices in ECMA-387 [17].

NCP ∈ {0, 32, 64, 96} symbols that is composed of the last NCP symbols of the SCBT
symbol.

Apart from SCBT, OFDM transmission is also specified in ECMA-387 and is sum-
marized in the block diagram in Figure 2.10. For the UEP case, the information bits
are split into two streams, and they are passed through data scrambler, bit padding, and
RS encoder, respectively, as discussed for the case of SCBT. This is followed by an
additional outer interleaver step for OFDM PHY before demultiplexing of the bits. The
demultiplexing stages yield four bit streams for the MSBs and another four bit streams
for the LSBs, which are then processed by eight parallel convolutional encoders, labeled
A–H, as shown in Figure 2.10. Each of the eight parallel convolutional encoders uses a
constraint length K = 7, a mother code rate of 1/3, delay memory of 6, and a generator
polynomial g0 = 133O , g1 = 171O , and g2 = 165O and g2 = 165O , where subscript O
denotes octet representation.5 This is followed by a puncturing stage where the punctur-
ing yields one of the code rates 4/7, 2/3, or 4/5. The multiplexing and bit-interleaving
stages combine and interleave the eight different bit streams, and a mapping stage maps
the bits onto the symbol constellations based on the desired data rate and the UEP/EEP
specification. After symbol padding where the resulting data symbols are appended
with Npadsym,OFDM zero symbols, the symbols are mapped to the subcarriers through
OFDM PHY modulation. The subcarriers are numbered from −256 to 255, where
the null subcarriers are given by the subcarriers within the range [−256, . . . ,−190]
and [190, . . . , 255], the pilot subcarriers are given by the subcarriers ±[14, 39, 64, 89,
114, 139, 164, 189], and the DC subcarriers are given by the subcarriers [−1, 0, 1]. All
the remaining subcarriers are used for carrying data. The generated complex symbols
are sequentially mapped to data subcarriers. In order to guarantee that neighboring data

5 For example, 165O is 001110101 in its binary form and it corresponds to generating polynomial g2 =
X6 + X5 + X4 + X2 + 1.
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Figure 2.11 An example for SC symbol structure.

symbols are mapped onto separate subcarriers, all of the modulated QPSK and QAM
symbols are also interleaved by a block interleaver that has a block size equivalent to the
size of FFT in a single OFDM symbol.

Before reviewing the transmitter structure of Type B and Type C devices in ECMA-
387, it is worth comparing some tradeoffs between single-carrier transmission and multi-
carrier transmission for 60 GHz communications. In reference [13], it was discussed
that NLOS multipath components may be subject to larger path loss compared to LOS
multipath components for higher central frequencies. Moreover, directional antennas
and beamforming techniques are popularly used for 60 GHz communications owing to
the advantages of antenna design at higher central frequencies. These facts imply that the
mitigation of multipath propagation effects for millimeter wave wireless systems may
have less importance than wireless systems at lower central frequencies. Therefore, the
single-carrier approach becomes a competitive low-end transmission scheme compared
to the OFDM-based transmission for 60 GHz communication systems. As illustrated
in Table 2.6, using single-carrier transmission along with a low-complexity modulation
scheme such as on-off keying (OOK), data rates of the order of 1.6 Gbps can be achieved.
On the other hand, OFDM still offers a viable alternative for NLOS environments, where
frequency domain equalization may be easily implemented.

2.3.1.2 Type B devices
The transmitter structure for Type B devices with EEP is similar to the SCBT trans-
mitter structure in Figure 2.7, with the difference that Type B devices do not have tail
bit inclusion and CC/TCM encoding stages. Moreover, after the symbol interleaver, a
differential encoder is included in Type B devices. For modes B0, B1, and B2 specified
in Table 2.10, the padded data symbols v[n] should be differentially encoded to obtain
encoded data symbols t[n] as follows

t[n] =
{
v[n] if n mod ND = 0

t[n − 1]v[n]/
∣∣v[n − 1]

∣∣ if n mod ND > 0 .
(2.8)

In the case of UEP, the payload data is split into MSB and LSB prior to the scrambling
stage. After RS encoding, demultiplexing, bit interleaving (eight streams), and multi-
plexing stages, the bits are mapped into constellation diagrams using one of the DBPSK,
DQPSK, or UEP-QPSK modulations specified later in Table 2.10. Once the transmit sym-
bols are obtained, they are transmitted using the SC block illustrated in Figure 2.11. Each
of the ND transmit symbols is appended with NP = 4 pilot symbols prior to transmission.

Type B devices in ECMA-387 also support a dual alternate mark inversion
(DAMI) mode (see Table 2.10), which uses a single sideband (SSB) modulated signal
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Figure 2.12 Encoding and mapping for DAMI devices [17].

Figure 2.13 Encoding procedure for Type C devices in ECMA-387 [17].

accompanied with two pilot tones. It is a low-complexity transmission method as illus-
trated in Figure 2.12. After the RS encoder, the coded binary serial input data b[k] is
used to obtain an intermediate binary stream b̂[k] as follows: b̂[k] = b̂[k − 2]⊕ b[k],
where modulo-2 addition is indicated by ⊕, and b̂[−2] = b̂[−1] = 0. The output of the
DAMI encoder is given by

d[k] =
√

2 I [k] , (2.9)

where

I [k] =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 , if b̂[k − 2] = 0 , b̂[k] = 0

1 , if b̂[k − 2] = 0 , b̂[k] = 1

−1 , if b̂[k − 2] = 1 , b̂[k] = 0

0 , if b̂[k − 2] = 1 , b̂[k] = 1

. (2.10)

2.3.1.3 Type C devices
The transmitter structure for the Type C devices in ECMA-387 is illustrated in Fig-
ure 2.13, which is a considerably simpler structure than SCBT in Figure 2.7. Prior to
mapping the coded bits on the constellation diagrams, an additional stage that does not
exist in Type A and Type B devices is the bit reversal stage, where, given the input
bit sequence b[n], the output bit sequence is given by g[n] = NOT(b[n]), with NOT(.)
denoting the bitwise NOT operation. For the constellation mapping, either the OOK or
the 4ASK modulations is used. The SC block is generated as shown in Figure 2.11,
where ND = 508NTDS data symbols and NP = 4NTDS pilot symbols form one SC
block.

2.3.2 Signal models

The radio frequency signal for the transmission schemes of SCBT, OFDM, DBPSK,
DQPSK, UEP-QPSK, OOK, and 4ASK specified in Table 2.6 can be expressed in a
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unified way as follows [17]

sRF(t) = Re

{
Nf−1∑
n=0

sn

(
t − nTsym

)
exp( j2π fct)

}
, (2.11)

where Re{.} captures the real part of a signal, Tsym is the symbol duration, Nf is the
number of symbols in a frame, fc is the center frequency, and sn(t) is the complex
baseband signal for the nth symbol. The general format for the PHY layer protocol data
unit (PPDU) may be composed of four major components: preamble, header, payload,
and antenna training sequence (ATS). Hence, sn(t) can be written in different forms as
follows depending on its location within the frame:

sn(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

sprm,n(t) , 0 ≤ n < Nprm

shdr,n−Nprm (t) , Nprm ≤ n ≤ Nprm + Nhdr

spyl,n−Nprm−Nhdr (t) , Nprm + Nhdr ≤ n ≤ Nprm + Nhdr + Npyl

sATS,n−Nprm−Nhdr−Npyl (t) , Nprm + Nhdr + Npyl ≤ n ≤ Nprm + Nhdr

+Npyl + NATS

, (2.12)

where sprm,n(t), shdr,n(t), spyl,n(t), and sATS,n(t) are the nth symbols of the preamble,
header, payload, and ATS, respectively, while Nprm, Nhdr, Npyl, and NATS denote the
number of symbols in the preamble, header, payload, and ATS, respectively. The total
number of symbols within a frame is given by Nf = Nprm + Nhdr + Npyl + NATS. Note
that sn(t) is created by passing the real and imaginary components of the discrete-time
signal sn[k] through DACs and using reconstruction filters after DACs. Details on the
generation of sn[k] are discussed for different device types in Section 2.3.1.

The ECMA-387 standard also includes a discovery mode that is used for communi-
cations before the training of antenna arrays. During the discovery mode, ECMA-387
uses a concatenation of a wideband preamble and a narrowband preamble as shown in
Figure 2.14. While the signal model for the wideband preamble complies with (2.12), the
narrowband preamble shall be modulated using three carriers at frequencies fc, fc + f0,
and fc − f0, where the transmitted RF signal can be written as [17]

sRF(t) = Re

{
NNB−1∑

n=0

sNB,n(t − nTsym)
[

exp( j2π fct)

+ exp
(

j2π [ fc − f0]t
)+ exp

(
j2π [ fc + f0]t

)]}
, (2.13)

where NNB = 163 839 is the number of symbols in the narrowband preamble, f0 =
720 MHz is the offset frequency, and sNB,n(t) denotes the nth symbol of the narrowband
preamble.

The narrowband preamble is obtained through the concatenation of four copies of a
preamble sequence P0[.], appended by a copy of the same preamble sequence multiplied
by −1. The wideband preamble is composed of the concatenation of six copies of a
preamble sequence P1[.], followed by a sequence P1h[.], and three copies of sequence
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Table 2.8 Discovery modes with different data rates [17].

Mode NDISCREP Data rate (Mbps)

D0 128 2.255
D1 64 4.510
D2 32 9.020
D3 16 18.041
D4 8 36.082
D5 4 72.164
D6 2 144.327
D7 1 288.655

Figure 2.14 Discovery mode preamble structure in ECMA-387 [17].

P2[.]. Since there is no array gain prior to training, the discovery mode increases the SINR
through repetition. As shown in Table 2.8, eight different modes (D0-D7) are specified in
the standard with different repetition factors NDISCREP, and the data rate for the discovery
mode may vary between 2.255 Mbps and 288.655 Mbps. Among 10 different channels
specified in Table 2.5, the channel with the BAND ID = 3 shall be used specifically as
the discovery channel.

Finally, Type B devices in ECMA-387 support a dual alternate mark inversion (DAMI)
mode (see Table 2.10), which uses a single sideband (SSB) modulated signal accompa-
nied by two pilot tones. The SSB signal can be written as [17]

sSSB(t) = s(t) cos(2π fct)+ ŝ(t) sin(2π fct) , (2.14)

where ŝ(t) is the Hilbert transform of s(t), and the baseband signal s(t) can be represented
by

s(t) =
Nf−1∑
k=0

d[k]g(t − kTsym) , (2.15)

where d[k] ∈ {−1, 0, 1} is the kth symbol of the modulated data and g(t) is the baseband
pulse shape. How d[k] is generated in preamble, header, and payload is specified further
in reference [17].
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Table 2.9 Mode dependent parameters for Type A devices [17].

Base data rate (Gbps)

Mode NB = 1 NB = 2 NB = 3 NB = 4 Mod. Const. Encoding RCC NTDS Ntl

A0 0.397 0.794 1.191 1.588 SCBT BPSK RS & CC 1/2 2 4
A1 0.794 1.588 2.381 3.175 SCBT BPSK RS & CC 1/2 1 4
A2 1.588 3.175 4.763 6.350 SCBT BPSK RS 1 1 0
A3 1.588 3.175 4.763 6.350 SCBT QPSK RS & CC 1/2 1 4
A4 2.722 5.443 8.165 10.88 SCBT QPSK RS & CC 6/7 1 6
A5 3.175 6.350 9.526 12.70 SCBT QPSK RS 1 1 0
A6 4.234 8.467 13.70 16.94 SCBT NS8QAM RS & TCM 5/6 1 8
A7 4.763 9.526 14.29 19.05 SCBT NS8QAM RS 1 1 0
A8 4.763 9.526 14.29 19.05 SCBT TCM-16QAM RS & TCM 2/3 1 6
A9 6.350 12.70 19.05 25.40 SCBT 16QAM RS 1 1 0
A10 1.588 3.175 4.763 6.350 SCBT QPSK RS & UEP-CC RMSB:1/2 1 4
A11 4.234 8.467 12.70 16.93 SCBT 16QAM RS & UEP-CC RMSB:4/7 1 4

RLSB:4/5
A12 2.117 4.234 6.350 8.467 SCBT UEP-QPSK RS & CC 2/3 1 4
A13 4.234 8.467 12.70 16.93 SCBT UEP-16QAM RS & CC 2/3 1 4
A14 1.008 N/A N/A N/A OFDM QPSK RS & CC 1/3 1 6
A15 2.016 N/A N/A N/A OFDM QPSK RS & CC 2/3 1 6
A16 4.032 N/A N/A N/A OFDM 16QAM RS & CC 2/3 1 6
A17 2.016 N/A N/A N/A OFDM QPSK RS & UEP-CC RMSB:4/7 1 6

RLSB:4/5
A18 4.032 N/A N/A N/A OFDM 16QAM RS & UEP-CC RMSB:4/7 1 6

RLSB:4/5
A19 2.016 N/A N/A N/A OFDM UEP-QPSK RS & CC 2/3 1 6
A20 4.032 N/A N/A N/A OFDM UEP-16QAM RS & CC 2/3 1 6
A21 2.016 N/A N/A N/A OFDM QPSK RS & CC RMSB:2/3 1 6

2.3.3 System parameters

In this section, mode-dependent, time-dependent, and frame-dependent system param-
eters for different device types in the ECMA-387 standard are summarized.

2.3.3.1 Mode-dependent parameters
ECMA-387 devices may have different peak data rates based on the number of
bonded channels, choice for single-carrier or multicarrier transmission, constellation
scheme, encoding mechanism, time-domain spreading, and number of tail bits employed.
Depending on different combinations of all these different parameters, 22 different oper-
ation modes are defined for Type A devices (A0–A21), 5 different operation modes are
defined for Type B devices (B0–B4), and 3 different operation modes are defined for
Type C devices (C0–C2).

Mode-dependent parameters for Type A devices and corresponding data rates for
different channel-bonding approaches are summarized in Table 2.9. The base data rates
assume a cyclic prefix length of zero, NB denotes the number of bonded channels,
RCC denotes the CC code rate, NTDS denotes the time domain spreading factor, and Ntl
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Table 2.10 Mode-dependent parameters for Type B devices [17].

Base data rate (Gbps)

Mode NB = 1 NB = 2 NB = 3 NB = 4 Modul. Const. Encoding NTDS

B0 0.794 1.588 2.381 3.175 SC DBPSK RS & Diff 2
B1 1.588 3.175 4.763 6.350 SC DBPSK RS & Diff 1
B2 3.175 6.350 9.526 12.70 SC DQPSK RS & Diff 1
B3 3.175 6.350 9.526 12.70 SC UEP-QPSK RS 1
B4 3.175 6.350 9.526 12.70 DAMI N/A RS 1

Table 2.11 Mode-dependent parameters for Type C devices [17].

Mode Base data rate (Gbps) Modul. Const. Encoding NTDS

C0 0.800 SC OOK RS 2
C1 1.600 SC OOK RS 1
C2 3.200 SC 4ASK RS 1

denotes the number of tail bits. The table shows that by using four bonded channels, the
ECMA-387 standard is capable of achieving data rates as high as 25 Gbps with mode A9.

Mode-dependent parameters for Type B and Type C devices and corresponding
data rates for different channel bonding approaches are summarized in Table 2.10 and
Table 2.11, respectively. While Type B devices can achieve data rates as high as 12.7 Gbps
with four bonded channels, the maximum data rate with Type C devices is limited to
3.2 Gbps due to simplified architecture and inability to perform channel bonding.

In order to achieve interoperability, it is mandatory that all Type A devices support
modes A0, B0, and C0 without channel bonding, while they may optionally support
modes A0–A21 and B0–B3 with channel bonding, or modes C1–C2. All Type B devices,
on the other hand, are required to support mode B0 with channel bonding, mode C0, and
transmission of mode A0 (without channel bonding). Type B devices may optionally
support modes C1 and C2. It is mandatory for Type C devices to support mode C0, while
it is optional to support modes C1 and C2.

2.3.3.2 Timing-related and frame-related parameters
Timing-related parameters in ECMA-387 may vary depending on the device type and
single-carrier versus multicarrier transmission method. Timing-related parameters for
single-carrier transmissions in the ECMA-387 standard are summarized in Table 2.12
(see also Figure 2.9 and Figure 2.11), which include the SCBT of Type A devices, as well
as Type B and Type C devices. The table shows that the timing-related parameters for
single-carrier device types are mostly similar. Compared to Type B and Type C devices,
an additional CP duration with four different possible sizes is included with SCBTs. On
the other hand, a number of pilot and data symbols within an SC block of Type C devices
may show variations owing to the use of time domain spreading.

The parameters for the OFDM mode of Type A devices are summarized in Table 2.13.
A comparison of Table 2.13 with Table 2.12 reveals that while parameters such as the
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Table 2.12 Timing-related parameters for SCBTs of Type A devices, and SC transmissions of Type B and
Type C devices [17].

SCBT SC SC
Param. Description (Type A) (Type B) (Type C)

fsym Symbol frequency 1.728 Gsps 1.728 Gsps 1.728 Gsps
Tsym Symbol duration 0.5787 ns 0.5787 ns 0.5787 ns
NB Number of symbols per 256 256 512NTDS

SCBT (or SC) block
TSCBTB SCBT block interval 148.148 ns N/A N/A
ND Number of data symbols per 252 252 508NTDS

SCBT (or SC) block
NP Number of pilot symbols per 4 4 4NTDS

SCBT (or SC) block
NCP Number of symbols in the CP 0, 32, 64, 96 0 N/A
TCP CP duration 0 ns, 18.51 ns, 0 N/A

37.03 ns, 55.55 ns
NSCBTS Number of symbols per one 256, 288, 320, 352 N/A N/A

SCBT symbol
TSCBTS SCBT symbol interval 148.148 ns, 166.667 ns, N/A N/A

185.185 ns, 203.707 ns

Table 2.13 Timing-related parameters for OFDM transmissions
of Type A devices [17].

Param. Description OFDM

fsym Symbol rate 2.592 Gsps
Tsym Symbol time 0.386 ns
NFFT Number of subcarriers 512
TFFT FFT Period 197.53 ns
ND Number of data carriers 360
NDC Number of DC carriers 3
NP Number of pilot carriers 16
NN Number of null carriers 133
NCP Cyclic prefix length 64
TCP CP duration 24.70 ns
Tsym,OFDM OFDM symbol duration 222.23 ns

symbol duration and the CP size show variations compared to the single carrier transmis-
sions, there are also several other parameters specified for multicarrier transmissions,
such as the FFT size and the number of DC/null carriers.

Frame-related parameters for SCBT and OFDM transmissions of Type A devices,
Type B devices, and Type C devices are compared in Table 2.14, where the number of
symbols in the ATS of Type A devices is given by

N (A)
ATS = 256(NTXTS + NRXTS)NDISCREP , (2.16)
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Table 2.14 Frame-related parameters for ECMA-387 transmissions (all time units in nanoseconds) [17].

Param. Description SCBT OFDM SC (Type B) SC (Type C)

Nsync Number of symbols in FSS 2048 1792 2048 4096
Tsync Duration of FSS 1185.19 ns 691.7 ns 1185.19 ns 2370.37 ns
NCE Number of symbols in CES 768 1088 768 1536
TCE Duration of CES 444.444 ns 419.97 ns 444.444 ns 888.89 ns
Nprm Number of symbols in 2816 2880 2816 5632

PLCP preamble
Tprm Duration of frame preamble 1629.63 ns 1111.68 ns 1629.63 ns 3259.26 ns
NATS Number of symbols in the ATS N (A)

ATS N (A)
ATS 256NRXTS N/A

TATS Duration of the ATS NATSTsym NATSTsym NATSTsym N/A
Nfrm Number of symbols in the

frame
Nsync + Nhdr +

Npyl + NATS

Nprm + Nhdr +
Npyl + NATS

Nsync + Nhdr +
Npyl + NATS

Nprm + Nhdr +
Npyl

Tfrm Duration of the frame NfrmTsym NfrmTsym NfrmTsym NfrmTsym

with NTXTS and NRXTS denoting the numbers of training sequences for training the trans-
mitter and receiver antennas, respectively, and NDISCREP denoting the different repetition
factors specified in Table 2.8.6 While the numbers of symbols in the frame synchroniza-
tion sequence (FSS), channel estimation sequence (CES), and physical layer convergence
protocol (PLCP) preamble are identical for SCBTs and Type B devices, Type C devices
include twice the number of symbols for all these cases. OFDM transmissions have
a relatively different set of parameters compared to other single-carrier devices. Since
antenna training is not applicable to Type C devices, no ATS is specified for this device
type.

2.4 IEEE 802.15.3c millimeter-wave radio standard

Another standard for high-rate communications at millimeter wave frequencies is the
IEEE 802.15.3c standard (hereafter referred to as the 15.3c standard), which was com-
pleted in October 2009. The main application examples of the standard are portable
point-to-point file transfer and video streaming. Unlike ECMA-387, which uses a dis-
tributed MAC protocol, the 15.3c standard uses a centralized MAC architecture.7 Some
important features of the MAC architecture include frame aggregation, beamforming,
channel probing, and unequal error protection (UEP).

Both the 15.3c and the ECMA-387 standards use the first of the four channels specified
in Table 2.5, which makes the harmonized coexistence of the standards with each other
easier. As opposed to ECMA-387, channel bonding is not an option in the 15.3c stan-
dard. While a similar spectral mask as in the spectral mask of Type A and Type B devices
in Figure 2.6 is utilized in 15.3c, the cut-off frequencies are slightly different, where

6 ECMA-387 uses Frank–Zadoff (FZ) sequences for antenna training, frame synchronization, and channel
estimation purposes.

7 Note that the IEEE 802.15.3c standard is based on the former IEEE 802.15.3 (high-rate WPAN) and
IEEE 802.15.3b (MAC amendment to IEEE 802.15.3-2003) standards.
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f1 = 0.94 GHz, f2 = 1.1 GHz, f3 = 1.6 GHz, and f4 = 2.2 GHz. For OOK transmis-
sions, up to 40 dB transmission power is allowed between ± f0, where f0 = 6 MHz.

Two of the important and unique features in the 15.3c standard are the device discovery
process and the aggregation of the MAC service data units (MSDUs) [19]. Due to
directional beamformed transmissions, new protocols are required for beam discovery.
Consider that a piconet controller (PNC) has AT,PNC and AR,PNC transmit and receive
antennas, respectively, while a device has AT,DEV and AR,DEV transmit and receive
antennas, respectively. Note that the number of transmit/receive antennas also specify
the number of directions that a PNC or a device may transmit/receive. Then, for beam
discovery purposes, the PNC transmits identical copies of beacons in AT,PNC different
directions. This enables devices in different locations to discover and join a certain
piconet. Each device listens to the beacons of the PNC from AR,DEV different directions.
After comparing at least AT,PNC and AA,DEV pairs of transmit/receive directions, the
device selects the pairs having the best and the second best link qualities and informs the
PNC about these pairs. While a coarse beam is selected through this process, a second
stage involves selection of a fine beam direction. Using a similar procedure as in the
coarse beam selection, the best transmit/receive fine beam direction between the PNC
and the device is determined, which is then used for data communications. Since the
beam discovery process has a large overhead in terms of used packets that may otherwise
be employed for communications, beam tracking can be utilized in slow fading channels.
Beam tracking consumes considerably less time compared with beam discovery, because
it selects the best beam pair within the already discovered coarse beam pair [19].

Another important feature of the 15.3c standard is the aggregation of the MSDUs and
the block ACK procedure. The basic motivation for aggregation of the frames in the
15.3c standard is to improve the throughput using larger payload sizes. Two aggregation
types are specified in the standard: (i) standard aggregation for high-speed data/video
transmissions, and (ii) aggregation for low-latency bi-directional data transmission.
Block ACKs are used only with aggregated frames; once the destination node receives
the aggregated frames, it checks whether all the subframes are successfully received.
For those subframes that are not correctly received, the corresponding bits in the block
ACK bitmap field are set to zero, and a retransmission of those subframes is requested
from the transmitter. The control of retransmission is different for the two different
aggregation types, and the reader is referred to Section 8.8 of the 15.3c standard for
further details [18].

The 15.3c standard defines a total of three PHY modes:

� single-carrier PHY (SC PHY);
� high-speed interface PHY (HSI PHY);
� audio/visual PHY (AV PHY).

As discussed in the previous section, the single-carrier transmission modes are more
suitable for LOS scenarios, while the OFDM transmission is more appropriate for NLOS
scenarios. At least one of the above three PHY modes is required to be implemented for
each device complying with the standard. In the following sections, parameters related
to modulation and coding schemes and transmitter architecture for these different PHY
modes will be briefly reviewed.
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Table 2.15 MCS dependent parameters for SC PHY MCS [18].

Data rate Data rate
MCS MCS (Mbps), (Mbps), Modulation Spreading FEC
class index Lp = 0 Lp = 64 scheme factor (Lsf ) type

Class 1 0 (CMS) 25.8 – π/2 BPSK/ 64 RS(255,239)
1 412 361 (G)MSK 4 RS(255,239)
2 825 722 2 RS(255,239)
3 (MPR) 1650 1440 1 RS(255,239)
4 1320 1160 1 LDPC(672,504)
5 440 385 1 LDPC(672,336)
6 880 770 1 LDPC(672,336)

Class 2 7 1760 1540 π/2 QPSK 1 LDPC(672,336))
8 2640 2310 1 LDPC(672,504)
9 3080 2700 1 LDPC(672,588)

10 3290 2870 1 LDPC(1440,1344)
11 3300 2890 1 RS(255,239)

Class 3 12 3960 3470 π/2 8-PSK 1 LDPC(672,504)
13 5280 4620 π/2 16-QAM 1 LDPC(672,504)

2.4.1 Single-carrier PHY

SC-PHY in 15.3c is based on low-complexity single-carrier transmissions and it supports
operation in both LOS and NLOS scenarios. It specifies three classes of modulation and
coding schemes (MCSs) as illustrated in Table 2.15. Class 1 can achieve data rates as
high as 1.5 Gbps and targets the low-power and low-cost mobile market with high data
rate requirements [18]. Class 2 is capable of achieving twice the peak rate of Class 1,
while Class 3 can achieve data rates above 5 Gbps. All the SC-PHY devices (except
for the optional OOK/DAMI modes, which will not be discussed here) are required
to implement the common mode signaling (CMS) MCS (mode 0) and the mandatory
PHY rate (MPR) MCS (mode 3).8 SC-PHY in 15.3c supports π/2 BPSK, π/2 QPSK,
π/2 8-PSK, and π/2 16-QAM modulations, as well as the RS codes (mandatory) and
LDPC block codes (optional) with several coding rates. The pilot word length is denoted
by Lp, and the standard supports Lp = 0, 8, 64. In order to improve robustness, encoded
bit sequences can be spread by different factors before mapping them onto different
constellation diagrams. SC-PHY supports spreading factors of Lsf = 64, 4, 2, 1; for
CMS mode, Lsf = 64 is employed to have reliable communications, which results in a
peak data rate of only 25.8 Mbps.

Construction of the SC PHY payload in the 15.3c standard is shown in Figure 2.15.
After scrambling of the MAC frame body and FEC encoding using RS or LDPC codes,
stuff bits (i.e., bits carrying no information) are included in the scrambled and encoded

8 Moreover, it is mandatory for all HSI-PHY and AV-PHY PNC capable devices to transmit a CMS interference
mitigation sync frame in every superframe, and they should also be capable of receiving and decoding a
CMS sync frame and other CMS command frames. This ensures that each PNC capable device is required to
transmit a CMS sync frame within each superframe that is utilized for the mitigation of potential interference
from other piconets.
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Figure 2.15 General transmitter structure for SC PHY in IEEE 802.15.3c [18].

Table 2.16 MCS-dependent parameters for HSI PHY [18].

FEC rate
MCS Data rate Modulation Spreading Coding
index (Mbps) scheme factor (Lsf ) mode msb 8b lsb 8b

0 32.1 QPSK 48 EEP 1/2
1 1540 QPSK 1 EEP 1/2
2 2310 QPSK 1 EEP 3/4
3 2695 QPSK 1 EEP 7/8
4 3080 16-QAM 1 EEP 1/2
5 4620 16-QAM 1 EEP 3/4
6 5390 16-QAM 1 EEP 7/8
7 5775 64-QAM 1 EEP 5/8
8 1925 QPSK 1 UEP 1/2 3/4
9 2503 QPSK 1 UEP 3/4 7/8

10 3850 16-QAM 1 UEP 1/2 3/4
11 5005 16-QAM 1 UEP 3/4 7/8

MAC frame body. The reason for inclusion of stuff bits is that the length of the encoded
data bits is typically not an integer multiple of the length of the data portion in a
subblock. Then, Golay sequences with length 64 are used for spreading the intermediate
bit sequence, thus improving the robustness of the frame header and the MAC frame body.
The resulting bit sequences are then mapped to the desired constellation. Using pilot
words that facilitate timing tracking, compensation for clock drift, and compensation
for frequency offsets, subblocks are generated from constellation mappings. Frequency
domain equalization also becomes possible through the use of pilot words, which act as
a known cyclic prefix. As an optional stage, a pilot channel estimation sequence (PCES)
can be inserted in the end in order for the receiver to reacquire the channel periodically.

2.4.2 High-speed interface PHY

HSI-PHY in 15.3c is based on the OFDM technology and is appropriate for low-latency
bi-directional communications at high data rates, e.g., for an ad-hoc system which
connects computers/devices in a conference room. As illustrated in Table 2.16, HSI-
PHY supports QPSK, 16-QAM, and 64-QAM modulations, LDPC codes at different
rates, and both EEP and UEP constellations (64-QAM is used with EEP only). When
UEP is used, different coding rates are applied to the MSBs and LSBs, each of which
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Figure 2.16 General transmitter structure for HSI PHY in IEEE 802.15.3c [18].

is composed of eight bits. Table 2.16 shows that the data rates achievable through HSI-
PHY range from 32.1 Mbps to as high as 5.005 Gbps. The HSI-PHY uses 336 data
subcarriers, 141 null subcarriers, 16 guard subcarriers, 16 pilot subcarriers, and 3 DC
subcarriers.

The generation of the PHY payload in the HSI-PHY mode of 15.3c is shown in
Figure 2.16. After scrambling, FEC encoding, bit interleaving, and stuff bit insertion,
the bits are mapped onto one of the QPSK, 16-QAM, or 64-QAM constellations. The
modulated complex values at the output of the constellation mapper are spread differently
for the spreading factor Lsf = 1, and for Lsf = 48. For Lsf = 1, the outputs of the
constellation mapper are grouped into sets of 336 complex numbers (corresponding
to 336 data subcarriers), and each group is assigned to a certain OFDM symbol. For
Lsf = 48, the outputs of the constellation mapper are grouped into sets of seven complex
numbers, and each group is further spread by Lsf = 48 to obtain a block of 336 complex
numbers. After the spreading operation, tone interleaving is applied to each block so that
adjacent data symbols are mapped onto separated subcarriers. Finally, the interleaved
complex numbers are mapped onto OFDM subcarriers, where the nth OFDM symbol
can be expressed as

sk,n = 1√
Nsc

[
ND−1∑
m=0

dm,n exp

(
j2π

k MD(m)

Nsc

)
+ xn

NP−1∑
m=0

pm,n exp

(
j2π

k MP(m)

Nsc

)

+
NG−1∑
m=0

gm,n exp

(
j2π

k MG(m)

Nsc

)]
(2.17)

where k ∈ {0, 1, . . . , NFFT − 1}, ND is the number of data subcarriers, NP is the number
of pilot subcarriers, NG is the number of guard subcarriers, Nsc is the number of total
subcarriers, dm,n , pm,n , gm,n are the mth data, pilot, and guard subcarriers, respectively,
placed on the nth OFDM symbol, and MD(m), MP(m), MG(m) are the mapping functions
for data, pilot, and guard subcarriers, respectively.

2.4.3 Audio/visual PHY

The AV-OFDM mode in 15.3c is also based on OFDM transmission and is specifically
designed for the streaming of uncompressed HD video. AV-OFDM includes two modes:
high-rate PHY (HRP) and low-rate PHY (LRP). The data rates supported by HRP are
summarized in Table 2.17, which shows that data rates as high as 3.8 Gbps are possible
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Table 2.17 MCS-dependent parameters for AV PHY (HRP) [18].

Inner code rate Coding
MCS Data rate Modulation
index (Gbps) MSB LSB Mode

0 0.952 QPSK 1/3 1/3 EEP
1 1.904 QPSK 2/3 2/3 EEP
2 3.807 16-QAM 2/3 2/3 EEP
3 1.904 QPSK 4/7 4/5 UEP
4 3.807 16-QAM 4/7 4/5 UEP
5 0.952 QPSK 1/3 N/A MSB-only
6 1.904 QPSK 2/3 N/A MSB-only

Table 2.18 MCS-dependent parameters for AV PHY (LRP) [18].

MCS index Data rate (Mbps) Modulation FEC Repetition

0 2.5 BPSK 1/3 8
1 3.8 BPSK 1/2 8
2 5.1 BPSK 2/3 8
3 10.2 BPSK 4/3 4

Figure 2.17 General transmitter structure for AV PHY in IEEE 802.15.3c (HRP) [18].

with AV-PHY. The HRP mode supports both EEP and UEP, and the modulation schemes
of QPSK and 16-QAM. It also includes a transmission mode, where only the four MSBs
are transmitted while the remaining four LSBs are discarded. The LRP mode, on the
other hand, has a simpler architecture and it only supports considerably lower data rates.
Table 2.18 shows that achievable data rates through LRP range between 2.5 Mbps and
10.2 Mbps. Only the BPSK modulation, FEC rates of 1/2, 1/3, and 2/3, and repetition
rates of 4 and 8 are supported in the LRP mode.

HRP and LRP reference implementation block diagrams are shown in Figure 2.17
and Figure 2.18, respectively. For the HRP, the input data bits are scrambled and split
into two bit streams. Then, RS codes with parameters (224, 216, t = 4) are used for the
outer encoding of each stream, followed by the outer interleaver. After convolutional
encoding and puncturing, multiple bit streams are multiplexed into a single stream and
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Figure 2.18 General transmitter structure for AV PHY in IEEE 802.15.3c (LRP) [18].

bit interleaving is applied. The output bit sequence is mapped onto one of the QPSK
or 16-QAM constellations, and onto OFDM subcarriers after the insertion of pilot, DC,
and null subcarriers, and tone interleaving. The LRP architecture in Figure 2.18 does
not involve RS encoding, splitting/multiplexing, and UEP stages, and therefore has a
considerably simpler architecture than the HRP, at the expense of limited capabilities.
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3 Channel estimation for
high-rate systems
Zhongjun Wang, Yan Xin, and Xiaodong Wang

In this chapter, we consider the channel estimation issue in orthogonal frequency-
division multiplexing (OFDM)-based short-range high-rate wireless communication
systems. Even though a number of channel estimation schemes have been proposed
for various OFDM systems, few of them are practically suitable for use in the ECMA-
368 ultrawideband (UWB) and 60 GHz millimeter-wave communication systems in
which limitations on cost and reliability are generally stringent [1, 2]. The main goal
of this chapter is to summarize and compare existing channel estimation techniques
and to identify an efficient candidate for the practical implementation of low-cost and
ultrareliable short-range wireless communication devices.

This chapter begins with an introduction of channel modelling in Section 3.1. Time-
dispersive or frequency selective channel propagation characteristics are studied based
on the clustering property of multipath components (MPCs). In Section 3.2, several
existing channel estimation schemes are reviewed with the focus on those based on
training sequences with a block-type structure. Least-squares (LS), linear minimum
mean-squared error (LMMSE) and maximum-likelihood (ML)-based algorithms are
highlighted followed by a detailed description of a multistage channel estimator. We
compare these estimators in terms of their mean-squared error (MSE) performance and
complexity for ECMA-368 UWB applications, and show that the multistage channel
estimator strikes desirable performance–complexity tradeoffs. Section 3.3 is devoted to
studying the impact of channel estimation errors on the system performance. Analysis
and numerical examples show that, in terms of symbol error rate (SER) and frame error
rate (FER), the multistage channel estimator substantially outperforms the conventional
LS approach and it performs comparably to the ML estimator, under various highly
noisy multipath channel conditions. It turns out that the use of a multistage scheme
leads to a high-efficiency channel estimator, which is desirable for the cost-effective
implementation of ultra-reliable devices for short-range wireless communications.

3.1 Channel models for high-rate systems

The modeling of propagation channels plays a crucial role in the development of wireless
communication systems. The performance of a practical system is largely dependent on
and/or determined by channel characteristics, and an insightful investigation into the
propagation channels is thus an indispensable step in the system design life cycle.
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For example, application requirements and channel environments may become equally
accountable for properly selecting system parameters during system definition, and
innovations in receiver design (e.g., development of algorithms and techniques for
channel estimation) for maximizing the system capacity during system implementation
also rely on our understanding of the propagation channels.

Establishing an accurate universal channel model for wireless propagation is infea-
sible, since the propagation itself is exceedingly complicated. In reality, two simplified
approaches are commonly adopted for modeling wireless channels. The first one focuses
on capturing the channel behavior in a specific location of which the geometry and dielec-
tric properties are known. This is performed either by measurements in that location, or
the solution of Maxwell’s equation (or an approximation thereof) using ray-tracing tech-
niques [3]. This site-specific approach is called deterministic modeling, which leads to a
good interpretation of the propagation environment and has been found particularly use-
ful in planning prevalent cellular communication systems. However, the computational
complexity of this solution makes it impractical as a modeling tool for most applica-
tion scenarios, particularly when the number of multipath components is large and the
propagation channel varies temporally due to the movement of users and/or objects in
the environment. Furthermore, in an indoor short-range wireless communication envi-
ronment, ultrawideband channels pose additional challenges for deterministic modeling
owing to the frequency selectivity of the propagation processes (reflection, diffraction,
etc.). For these cases, statistical models are often used. The approach that derives sta-
tistical models from actual channel measurements is called statistical modeling. This
site-independent approach is generally less complex than the deterministic modeling [4].

In a statistical model, randomness of the propagation channel is present, and vari-
able states of a channel are not described by unique values, but rather, by probability
distributions. In an indoor environment, statistical models are used statistically to char-
acterize the attenuation caused by signal path obstructions such as furnishings or other
objects and are also used to characterize the constructive and destructive interference
for a large number of multipath components, as described in the following. Often, the
parameters used for statistical modeling are path loss, shadowing, power delay profile,
and small-scale fading. In this section, we study the statistical characterization of ultra-
wideband channels for short-range wireless communications by reviewing these channel
parameters, focusing on two standardized channel models that are in widespread use:
the IEEE 802.15.3a model and the IEEE 802.15.3c model. While this section gives
a brief overview of these two models, extensive channel measurements and in-depth
investigations behind the standardization process deserve considerably more descrip-
tion, and interested readers may refer to references [3, 5–7] and references therein for a
comprehensive understanding of these channel models as well as their variations.

3.1.1 Large-scale propagation effects

In the wireless propagation channel, the variation in received signal power over a distance
that is larger than several wavelengths is characterized by path loss and shadowing. Path
loss is due to dissipation of the power radiated by the transmitter and many effects of the
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wireless propagation channel. It can be evaluated by the ratio of the transmitted power Pt

to the received power Pr, averaged over both the small-scale and the large-scale fading [4].
In ultrawideband communications, the path loss can become frequency-dependent. The
path loss at distance d and frequency f can be defined as [8]

ζP (d, f ) = E

{∫ f+� f/2

f−� f/2

∣∣H (d, f̃ )
∣∣2 d f̃

}/
� f (3.1)

where E{·} is the expectation operator, H (d, f ) is the transfer function (including the
effects of the antennas),� f represents a relatively small bandwidth within which diffrac-
tion coefficients, dielectric constants, and other propagation related material properties
can be considered invariant, and the expectation is taken over both the small-scale and
the large-scale fading [3].

Often the distance-dependence and frequency-dependence of the path loss are found
to be independent of each other, i.e., ζP (d, f ) = ζP (d)ζP ( f ), where ζP (d) ∝ d−n and
ζP ( f ) ∝ f −2κ , with n and κ denoting the path-loss exponent and the frequency decaying
factor, respectively. Both n and κ depend on the environment in which the system
operates, and n = 2, κ = 1 corresponds to the classical free-space path loss. For signal
transmission in the 3.1–10.6 GHz band, typical values of n for line-of-sight (LOS) are of
the order of 1.5, and for non-LOS of the order of 3–4, while κ lies in the range 0.5–1.5
in various different indoor environments. In the 57–66 GHz band, on the other hand, n is
in the range 1.2–2.0 for LOS and 1.97–10 for NLOS with even higher values of κ . The
higher values of κ can be explained by the fact that diffraction and penetration losses
increase with frequency [3].

Besides path loss, a signal also experiences random variation due to blockage from
objects in the signal path, giving rise to a random variation about the path loss at a given
distance. In addition, changes in reflecting surfaces and scattering objects can also cause
random variation about the path loss. This phenomenon is called large-scale fading or
shadowing. It has been shown in many measurements that for narrow-band channels,
the probability density function of this additional attenuation is well approximated by
log-normal distribution. Recent measurements also indicate that this remains true also
for ultrawideband channels [5, 6]. Hence, with inclusion of shadowing, the distance-
dependent path loss in units of dB can be expressed as

ζP (d) = ζP0 + 10n log10(d/d0)+ Xd B, d > d0 (3.2)

where d0 is a reference distance (e.g., 1 m), ζP0 is the path loss in units of dB at d0,
and Xd B is a Gaussian-distributed random variable in units of dB with mean zero and
standard deviation σx . The standard deviation is highly dependent on the environment
and is typically 1–2 dB (LOS) and 2–6 dB (NLOS) for ultrawideband propagation
channels.

3.1.2 Small-scale propagation effects

A prominent feature of wireless channels is multipath propagation, i.e., the fact that the
signal may travel from the transmitter to the receiver via different paths and interactions.
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Variation in received signal power due to multipath occurs over very short distances,
on the order of the signal wavelength, so these variations are sometimes referred to as
small-scale propagation effects or multipath fading. Multipath fading can be modeled
by interpreting the electromagnetic field emitted by the transmit antenna as a sum of
components, which can take different paths, i.e., interact with different objects, before
arriving at the receive antenna. Each MPC has a certain delay, attenuation, and direction
of arrival, depending on the path that it takes. Given the channel bandwidth B, the
time (delay) axis can be divided into resolvable delay bins of length 1/B, where all
contributions falling into one such bin cannot be resolved and are thus simply superposed.
The interaction of MPCs falling into the same delay bin gives rise to small-scale fading.
In other words, the MPCs sometimes add up in a constructive way, and sometimes in a
destructive way, depending on the relative phases of the MPCs [3].

Studies and measurement campaigns have shown a significant difference in small-
scale fading between ultrawideband and conventional narrow-band propagation chan-
nels. The difference has mainly two aspects.

1. In the same environment, the ultrawideband propagation typically involves fewer
numbers of MPCs that fall into one delay bin due to the high temporal resolution of
ultrawideband systems. Hence, the Rayleigh distribution (based on the Central Limit
Theorem) that has been widely used to describe the variations of the received signal
envolope in narrow-band wireless systems might not be suitable for ultrawideband
systems, where the small-scale fading becomes relatively less extreme. Depending
on the environment and application scenario, an alternative distribution such as Nak-
agami distribution, Weibull distribution, Rice distribution, or log-normal distribution
may lead to a better interpretation of the related small-scale fading. In fact, exten-
sive measurements show the suitability of the log-normal distribution for most of
the environments and, therefore, it has been commonly used for characterizing the
small-scale fading in ultrawideband systems.

2. In an ultrawideband propagation channel, MPCs are found to arrive typically in
multiple clusters at various attenuation levels, delays, and angles. The clustering of
MPCs is due to the fact that, in most indoor environments, objects are not distributed
uniformly in space but rather, are clustered. Roughly speaking, a cluster is a group of
objects that are close together and are separated from other objects by a considerable
distance. Chairs around a dining table, or books on a shelf, are examples for objects
that are present in clusters. The clustering of objects can be, to a first approximation,
translated into the clustering of MPCs [3]. It should be emphasized that the clus-
tering phenomenon could not only occur in the temporal domain but also present
in the angular domain, particularly when the angular dispersion of ultrawideband
propagation channels is taken into account in multiple-antenna systems. Figure 3.1
illustrates the MPCs clustered with similar mean values of time-of-arrival (ToA) and
angle-of-arrival (AoA) [6].

Based on the clustering property of MPCs, mathematically, the complex base-
band impulse response of the multipath model for ultrawideband channels is given
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Figure 3.1 Illustration of clustered MPCs.

by [6, 9]

h(t, θ ) = β̄δ(t, θ )+
L−1∑
l=0

Kl−1∑
k=0

βk,lδ(t − Tl − τk,l)δ(θ −�l − ϑk,l) (3.3)

where

� L is the number of clusters, which depends on the environment and typically lies
between one and five, though values up to fourteen have also been observed in some
measurement scenarios [3, 6];

� Kl is the number of rays (MPCs) in the lth cluster;
� Tl and �l are the delay and mean AoA, respectively, of the lth cluster;
� τk,l , ϑk,l and βk,l are the delay, azimuth, and channel complex amplitude, respectively,

of the kth ray in the lth cluster;
� β̄δ(t, θ ) represents the response of the direct or strong specular path that may occur

distinctively from the clustered MPCs, particularly when directional antennas are
used.

The popular Saleh–Valenzuela (S–V) model [10] suggests that both the cluster arrival
time Tl and the ray arrival time τk,l within one cluster are Poisson distributed random
variables, with inter-arrival rates � and λ, respectively. It means that the cluster arrival
time and ray arrival time can be described by the independent inter-arrival exponential
probability density functions

p(Tl |Tl−1) = � exp(−�(Tl − Tl−1)), l > 0

p(τk,l |τk−1,l) = λ exp(−λ(τk,l − τk−1,l )), k > 0.



66 Channel estimation for high-rate systems

In the angular domain, on the other hand, the conditional distribution of �l given �l−1

(or p(�l |�l−1) for l > 0) is approximately uniform on [0, 2π ), and the arrival angles
ϑk,l of the MPCs within one cluster can be modeled by zero-mean Laplacian distributed
random variables [6, 11], i.e.,

p(ϑk,l) = 1√
2σθ

exp

(
−
√

2
∣∣ϑk,l

∣∣
σθ

)
where σθ is the standard deviation.

It should be noted that the channel model in (3.3) is based on the assumption that the
cluster and ray statistics are independent, as well as the assumption that the time and
angle distributions are independent, i.e.,

p(Tl,�l |Tl−1,�l−1) = p(Tl |Tl−1)p(�l |�l−1), l > 0

p(τk,l , ϑk,l |τk−1,l) = p(τk,l |τk−1,l)p(ϑk,l), k > 0.

When an ultrawideband system involves no directional and multiple antennas, the
channel model in (3.3) can be simplified as1

h(t) = X
L−1∑
l=0

Kl−1∑
k=0

αk,lδ(t − Tl − τk,l) (3.4)

where X represents the log-normal shadowing and αk,l is the channel gain coefficient
(real-valued) of the kth ray in the lth cluster. This model has been commonly adopted
for the high-rate UWB applications using the 3.1–10.6 GHz band [9]. The power delay
profile is exponential within each cluster, and also the mean energy of clusters follows
an exponential decay. Mathematically, we have

E
{|αk,l |2

} = �0e−
Tl
� e−

τk,l
γ

where �0 is the mean energy of the first path of the first cluster, � is the cluster
decay factor, and γ is the ray decay factor. Moreover, following the discussion in
Section 3.1.1, the shadowing term X is modeled as a log-normal random variable, i.e.,
20 log10 X ∼ N (0, σ 2

x ), while the total energy contained in the terms {αk,l} is normalized
to unity for each channel realization, i.e.,

L−1∑
l=0

Kl−1∑
k=0

|αk,l |2 = 1. (3.5)

Several parameters related to the power delay profile are important for characterizing
the time dispersion of multipath channels. Based on (3.5), the first moment of the power
delay profile, called the mean excess delay, is given by

τm =
L−1∑
l=0

Kl−1∑
k=0

|αk,l |2(Tl + τk,l).

1 Note that (3.3) gives a complex baseband model whereas (3.4) is a real passband model.
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Correspondingly, the root-mean-square (RMS) delay spread that is defined as the square
root of the second central moment of the power delay profile can be obtained as

τrms =
√√√√L−1∑

l=0

Kl−1∑
k=0

|αk,l |2(Tl + τk,l − τm)2.

Other important channel characteristics include N P1, the mean number of paths whose
power levels are above a threshold (e.g., 10 dB below the peak power), and N P2, the
mean number of paths, which capture the majority (e.g., 85%) of the channel energy.
These two parameters can be used to characterize the maximum excess delay, which,
together with the RMS delay spread, provides information about the multipath delay
spread of a channel.

It should be noted that, despite its simplicity and wide acceptance in describing the
behavior of UWB radio propagation, the channel model (3.4) is mainly suitable for
the design of ultrawideband radio systems with the omni-omni antenna setup. When a
radio system involves directional antennas and/or multiple antennas, the more general
channel model (3.3) becomes desirable. This is particularly applicable to the 60 GHz
millimeter-wave propagation channel. Compared to the conventional 3.1–10.6 GHz
UWB radio, the radio propagation in the frequency band of 60 GHz suffers from high
penetration loss of construction materials and severe oxygen absorption. Feasibility
studies on the millimeter-wave communication technology show that the achievable
gain of an omni-omni antenna configuration may not be sufficient to support a very
high-rate application at 60 GHz [12]. In addition, for a single antenna element with high
antenna gain (e.g., more than 30 dBi) and low half power beamwidth (HPBW) (e.g.,
6.5◦), a reliable communication link is difficult to establish even in LOS conditions at
60 GHz. This is due to the human blockage which can easily block and attenuate a
narrowbeam signal. In this case, multiple antennas (i.e., antenna array) are expected to
be used with beamforming algorithms to achieve high gain and suppress the multipath
effect by steering the main beam to the direction of the strongest path. It turns out to
be important to include the directional-antenna-related statistical characteristics β̄, �l

and ϑk,l in (3.3) for modeling millimeter-wave communication channels. Moreover, the
variation of β̄ and its effect on channel characteristics can be interpreted by a Rician
K -factor, which is defined as the ratio between the powers contributed by the LOS
component and the clustered MPCs, i.e.,

K = E{|β̄|2}/Pmpc

where Pmpc is the mean power of the clustered MPCs. The larger the value of the Rician
K -factor, the stronger the LOS component in the channel. Experimental results show
that the Ricean K -factor increases with the decrease of channel RMS delay spread in
general [7, 13].

By matching the important characteristics of the statistical channel model output to the
characteristics of actual measurements, the parameters for modeling various LOS and
NLOS channels have been found and recommended by the IEEE 802.15.3 Study Group
3a (for 3.1–10.6 GHz UWB) and Task Group 3c (for 60 GHz millimeter-wave) [5, 6].



68 Channel estimation for high-rate systems

Table 3.1 Multipath characteristics for UWB channel modeling provided
by the IEEE 802.15.3 Study Group 3a [5].

CM1 CM2 CM3 CM4

Parameters and LOS, NLOS, NLOS, NLOS, strong
characteristics 0–4 m 0–4 m 4–10 m delay dispersion

� (1/ns) 0.0233 0.4 0.0667 0.0667
λ (1/ns) 2.5 0.5 2.1 2.1
� 7.1 5.5 14.0 24.0
γ 4.3 6.7 7.9 12
σx (dB) 3 3 3 3
τm (ns) 5.0 9.9 15.9 30.1
τrms (ns) 5 8 15 25
N P1 (10 dB) 12.5 15.3 24.9 41.2
N P2 (85%) 20.8 33.9 64.7 123.3

Table 3.1 summarizes some important characteristics of the statistical channel models
used for the design of 3.1–10.6 GHz UWB systems, which, as exemplified here, become
our stepping stone to the further exploration of channel estimation in this chapter.
Readers interested in viewing channel modeling details for 60 GHz millimeter-wave
communications can find them in reference [6].

3.1.3 Discrete-time model

The investigation of the statistical characteristics of ultrawideband propagation channels
suggests a continuous-time multipath model with continuous time arrivals and amplitude
values. In fact, the impulse response of the multipath model for ultrawideband channels
shown in (3.4) can be generalized as

h(t) =
Q−1∑
q=0

αqδ(t − tq ) (3.6)

where Q is the number of paths, and αq and tq = τq Ts (τ0 < τ1 < · · · < τQ−1) are the
gain coefficient and time delay of the qth path, respectively. Here, Ts is the sampling
interval of the received signals and, for example, we have Ts ≈ 1.894 ns for the UWB
system defined in reference [1] and Ts ≈ 0.386 ns for the 60 GHz millimeter-wave
system defined in reference [2].

To obtain the discrete-time domain channel impulse response (CIR), one may first
convert h(t) to oversampled discrete-time samples as2

hd (m) =
∑

0≤q<Q
m−0.5<Gτq≤m+0.5

h(τq Ts), m = 0, 1, . . . , NG − 1 (3.7)

2 Note that notations x(t) and x[m] (x[m] = x(mT ) at sampling interval T ) are commonly used to denote
continuous-time and discrete-time signals, respectively. In this chapter, by a slight abuse of notation con-
vention, we also use x(m) (x(m) = x(mT )) to denote discrete-time signals.
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where NG = �GτQ−1 + 0.5� and G is a sufficiently large integer. A rule of thumb for
choosing G is to ensure that G ≥ 1 and that G/Ts is at least 100 GHz [5]. The over-
sampled discrete-time samples {hd (m)} then undergo pulse shaping filtering, complex
down-conversion, and decimation by a factor of G. The resulting discrete-time complex
baseband CIR has NQ taps, i.e.,

h̄ = [h̄(0), h̄(1), . . . , h̄(NQ − 1)]T (3.8)

where NQ = �τQ−1 + 0.5�. Often this finite-impulse-response (FIR) filter type channel
model is used for system design with baseband simulations. In particular, 100 realizations
of different FIRs for each channel type (CM1, CM2, CM3, or CM4) are recommended
by the IEEE 802.15.3 Study Group 3a for evaluation of the UWB system performance
[5, 9, 14].

An alternative way to obtain the discrete-time domain CIR from h(t) is first to obtain
its corresponding continuous-time complex baseband CIR as

h̃(t) =
Q−1∑
q=0

α̃qδ(t − tq ). (3.9)

Denote by h̃ = [h̃(0), h̃(1), . . . , h̃(N − 1)]T the equivalent discrete-time complex base-
band CIR of h̃(t). Here, we consider the OFDM-UWB system with N subcarriers in
each OFDM symbol, i.e., we need to sample the received signal with sampling interval
Ts and process the sampled data in blocks of length N . Then, the lth element of h̃ can
be obtained as [15, 16]

h̃(l) =
∑

q

α̃qe− jπ[l+(N−1)τq ]/N sin(πτq )

sin(π (τq − l)/N )
, l = 0, 1, . . . , N − 1 (3.10)

which takes into account the power leakage effect due to the frequency-domain sampling.
Note that, by equivalence, we mean the frequency-domain response of h̃ is the same
as that of h̃(t) on N subcarriers. Correspondingly, one may find that the frequency-
domain response of h̄ is generally different from that of h̃(t) on N subcarriers, if the
channel is non-sample-spaced, i.e., {τq}, q = 0, 1, . . . , Q − 1, are not all integers.3 In
fact, the length of the equivalent discrete-time CIR is usually N and, most likely, we have
N � NQ . Since h̃(t) represents a true channel model, we view h̄ as the approximate
discrete-time complex baseband CIR, which is slightly different from the equivalent
discrete-time complex baseband CIR h̃.

In practice, the difference between h̄ and h̃ has important implications for the selection
of a suitable channel estimation algorithm. While the use of h̄ or h̃ will generally yield no
noticeable difference in the simulation-based system performance evaluation if channel
estimation is performed solely in the frequency domain, the use of h̄ may result in
overestimated performance of a channel estimation technique whose application relies
heavily on the temporal details of channels. In subsequent sections, we will give a more

3 The channel is usually called sample-spaced if {τq}, q = 0, 1, . . . , Q − 1, are all integers.
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Figure 3.2 Block-type and comb-type pilot arrangements in OFDM systems.

detailed discussion of the impact of the difference between h̄ and h̃ on the design of
channel estimators.

3.2 Review of channel estimation techniques

We have shown in the previous section that a significant amount of signal energy exists
in the multipath components of ultrawideband propagation channels. This is partly due
to the very wide bandwidth, which helps the receiver to resolve many paths that have
useful energy. This further helps to explain the increasingly wide adoption of OFDM as
an effective modulation scheme for high-rate ultrawideband communications [9,17,18].
OFDM systems transform high-rate data signals, which would otherwise suffer from
severe frequency selective channel fading, into a number of orthogonal components
before transmission, with the bandwidth of each component being less than the coher-
ence bandwidth of the channel. By modulating them onto different subcarriers, each
component experiences only frequency flat fading. As a result, together with a forward
error correction (FEC) channel coding scheme, a simple one-tap equalizer can be used
to combat the fading at each subcarrier. Further, in coded OFDM systems,4 coher-
ent detection is preferred for providing the channel decoder with proper constellation
knowledge. This requires channel estimation and tracking, and it is usually done in
frequency-domain,5 i.e., by estimating the channel frequency response (CFR).

Channel estimators developed for OFDM can be classified into two main categories:
pilot-assisted estimation [19–22] and blind or semi-blind channel estimation [23–28].
As shown in Figure 3.2, in pilot-assisted approaches, pilot signals are embedded in
certain subcarriers of OFDM symbols, with either the block-type or the comb-type
arrangement. In case of comb-type pilot arrangement, the channel components estimated
using the pilots at the receiver are interpolated for estimating the complete channel.
These pilots can also be used to track channel variations. The blind schemes avoid the

4 OFDM systems with FEC coding are usually called coded OFDM (COFDM) systems in the literature.
5 Channel estimation for OFDM is seldom performed in time-domain owing to the multicarrier nature of

OFDM systems.
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use of pilots, for achieving high spectral efficiency. This is achieved at the cost of higher
implementation complexity and some amount of performance loss. The performance
loss can be recovered to some extent by resorting to semi-blind approaches, which use a
few pilots to eliminate the phase ambiguity problem that exists in blind approaches and to
provide initial channel estimation. The actual channel estimation is performed with the
virtual block-type pilots obtained using the well-known decision-directed (DD) coherent
detection for closely tracking the time variation of channels [29]. The pilot density in
semi-blind approaches is much more sparse, compared to pilot-assisted methods, thereby
maintaining the feature of high spectral efficiency.

The OFDM-based short-range and high-rate wireless communication systems usu-
ally employ frame-based transmission [1, 2]. Typically, the ultrawideband channel can
be assumed to be invariant over the transmission period of one OFDM frame, and
the estimation of CFR can be accomplished using the channel training sequence (i.e.,
block-type pilots) included in the frame preamble. Consequently, our discussion in this
chapter focuses on the channel estimation techniques using block-type pilots. Generally
speaking, any of the existing schemes, such as the LS, ML, or MMSE-based algorithms,
can be adopted for CFR estimation [19, 29–34]. Among these, the LS estimator has
the lowest complexity but it cannot achieve acceptable estimation accuracy in the low
signal-to-noise ratio (SNR) regime [35], and hence more sophisticated channel estima-
tion algorithms are required in ultrawideband receiver design. Although ML and MMSE
estimators can achieve sufficient estimation accuracy, they generally are not suitable
for low-cost and low-power applications, since they require either high computational
complexity or knowledge of channel statistics and SNR.

There exist several modified MMSE and LS estimators with low complexity and/or
improved performance for OFDM applications (see [32] and references therein). A sin-
gular value decomposition (SVD)-based frequency-domain LMMSE estimator using a
low-rank approximation approach was proposed by Edfors et al. [33]. Another SVD-
based channel estimator that is simplified by making use of the discrete Fourier transform
(DFT) was proposed by Li et al. [30]. Both of these approaches require knowledge of
the frequency-domain channel correlation and SNR. Deneire et al. [34] introduced
an ML estimation scheme that links the finite delay spread of the channel to the
frequency-domain channel correlation and achieves similar noise reduction capabil-
ity as the LMMSE estimator. Aiming to achieve low-complexity channel estimation
in multiband (MB)-OFDM UWB applications, a time-domain LS estimator was pro-
posed recently by Li and Minn [31]. This estimator also exploits the finite delay spread
property of the channel and thus can be interpreted as a time-domain version of the ML
estimator with equivalent noise reduction performance. However, as in conventional ML
estimation, it requires either pre-storing a large matrix or performing a real-time matrix
inversion. This requirement, in general, is prohibitive for the practical implementation
of low-power and low-cost portable devices.

Recently, Wang et al. [36] introduced a practical multistage channel estimation scheme
tailored to MB-OFDM UWB applications. The multistage CFR estimator consists of two
stages. The first stage employs a simple LS method together with a frequency-domain
smoothing operation that estimates the channel using the available training sequence.
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Figure 3.3 MB-OFDM UWB frame structure, OFDM symbol indexing, and multiband symbol
grouping with time-frequency code TFC = 1 ( c© 2010 IEEE) [36].

The second stage uses this channel estimate to detect the frame header and then refines
the channel estimate by using a DD technique. In terms of performance and complexity,
the multistage estimator has competitive advantages over other solutions [30,31,34]. The
remainder of this section gives a review and comparison of these solutions, particularly
from the viewpoint of suitability for practical implementation of short-range wireless
communication devices. We will focus our discussion on channel estimation for OFDM-
UWB systems, since the concept can be easily extended to other OFDM-based high-rate
wireless systems with similar frame structures and channel environments (e.g., 60 GHz
millimeter-wave communication systems).

3.2.1 Signal model for channel frequency response estimation

Before proceeding with our revisit to CFR estimators, we first give a brief description
of the signal model that is created specifically for CFR estimation, using the example
of an MB-OFDM UWB system. As shown in Figure 3.3, each MB-OFDM UWB frame
is composed of a preamble, a header, and a payload. As specified in reference [1], the
preamble consists of 30 OFDM symbols, among which the last six symbols are dedicated
to channel estimation. The header consists of 12 OFDM symbols that convey information
about the frame configuration. The payload consists of M OFDM data symbols, where M
is an integer multiple of 6. In Figure 3.3 we index the OFDM symbols that are involved in
channel estimation, i.e., the channel training symbols in preamble and the frame header
symbols,6 and are divided into groups, each of which consists of six consecutive OFDM
symbols.

6 The frame header symbols are used by a multistage channel estimator described in reference [36]. The
estimates Ĥ1, Ĥ2, Ĥ3, and Ĥ4 in Figure 3.3 are also referred to this estimator as will be shown in Section 3.2.5.
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The six OFDM symbols in a group may be transmitted in multiple bands. The center
frequency for the transmission of each symbol is prescribed by a time-frequency code
(TFC). Figure 3.3 shows one realization of the TFC (corresponding to TFC = 1 as
defined in reference [1]), where the first symbol of each group is transmitted on Subband
1, the second symbol is transmitted on Subband 2, the third symbol is transmitted on
Subband 3, the fourth symbol is transmitted on Subband 1, and so on. Without loss of
generality, we use TFC = 1 in this chapter. In this case, there are three subbands, each
of which consists of M1 = 2 training symbols and M2 = 4 frame header symbols. As
indicated in Figure 3.3, index sets C1 and F1 specify indexes of training symbols and the
frame header, respectively, for Subband 1.

The subcarrier profile of an OFDM symbol is illustrated and annotated in Figure 3.4.
Specifically, each symbol employs N = 128 subcarriers, which include R = 112 tones
carrying data (denoted by D1 and D2), R1 = 10 guard tones (denoted by G1 and G2),
and R2 = 6 direct current (DC) and virtual (null) tones (denoted by Z). Among the R
data tones, P = 12 tones are assigned as pilots (denoted by P). Let us consider the nth
OFDM symbol

Sn = [Sn(0), Sn(1), . . . , Sn(N − 1)]T (3.11)

where Sn(k) denotes the symbol modulating the kth subcarrier. With reference to Figure
3.4, the symbols Sn(k) for k ∈ {D1,D2,G1,G2} are drawn from a QPSK constellation,
denoted as ±c ± jc with j = √−1 and c = √2/2. In particular, Sn(k) is a known pilot
symbol if k ∈ P . In addition, Sn(k) = 0 if k = 0 or k ∈ Z . The symbol vector Sn is
fed to an N -point inverse DFT that yields an N × 1 time-domain vector. To eliminate
the intersymbol interference (ISI) resulting from time-dispersive channels, an Ng-point
zero-padded (ZP) suffix is appended to each time-domain vector to form an OFDM
symbol.

Moreover, within the header’s OFDM modulation process, time-domain spreading
is used by transmitting the same information across two consecutive header OFDM
symbols. Considering as an example the header symbols transmitted on Subband 1 and
their adjacent symbols transmitted on Subband 2 or 3, we have

Sn(k) = Sn′(k), n ∈ F1, n′ ∈ F1
′, |n − n′| = 1 (3.12)

for k ∈ {0, 1, . . . , N − 1}, where F1 = {6, 9, 12, 15} and F1
′ = {7, 8, 13, 14} (see Fig-

ure 3.3 for the relation between F1 and F1
′).

It should also be noted that, within each OFDM symbol in header, a frequency-domain
spreading technique is applied; that is,

Sn(k) = [Sn(N − k)]∗, k ∈ D1, n ∈ F (3.13)
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where [·]∗ denotes complex conjugation. Such a spreading maximizes frequency diver-
sity by transmitting the same information on two separate subcarriers within the same
OFDM symbol. This feature has been exploited in the development of the aforemen-
tioned multistage channel estimator as will be shown in Section 3.2.5.

Following the discussion in Section 3.1.3, we generally model the UWB channel in
discrete-time domain as an Nh-tap FIR filter whose impulse response on a subband is
denoted by7

h = [h(0), h(1), . . . , h(Nh − 1)]T . (3.14)

The corresponding CFR H = [H (0), H (1), . . . , H (N − 1)]T is given by H = FNh h,
where FNh is the first Nh columns of the N -point DFT matrix.

At the receiver, the received samples pass through an N -point DFT processor after
the Ng ZP points of each OFDM symbol are removed by using an overlap-add method
(for converting linear convolution to circular convolution in a ZP-OFDM system [37]).
We assume that Nh ≤ Ng and that perfect timing and frequency synchronization (frame
timing, symbol timing, and carrier frequency offset compensation) can be achieved by
using the first 24 OFDM symbols of the received preamble.8 Thus, the output samples
of the DFT processor corresponding to the nth received OFDM symbol, i.e., Yn =
[Yn(0), Yn(1), . . . ,Yn(N − 1)], are given by

Yn(k) = Sn(k)H (k)+ Vn(k), k ∈ {0, 1, . . . , N − 1} (3.15)

where Vn(k) denotes the channel noise at the kth subcarrier and is modelled as a
complex Gaussian random variable with mean zero and variance σ 2, i.e., Vn(k) ∼

CN (0, σ 2).
It is important to note that, similar to those in all other standardized OFDM systems,

the DC subcarrier and R1 + R2 − 1 subcarriers at the edges of the spectrum (i.e., guard
and null subcarriers) of OFDM-UWB signals are used to provide frequency guard against
interference from adjacent channels or systems as well as to simplify the receiver design.
Consequently, they generally cannot participate in channel estimation in an OFDM
system. Often, the need for frequency guard-zeros and DC suppression is ignored in
the literature, particularly when a study is conducted for analytical purposes. With a
focus on practical applications, we emphasize the existence of those zero subcarriers by
using only R nonzero data subcarriers to perform channel estimation in the subsequent
discussion.

Let R0 = R/2 and Šn = diag{Sn(N − R0), Sn(N − R0 + 1), . . . , Sn(N −
1), Sn(1), Sn(2), . . . , Sn(R0)} be an R × R diagonal matrix with diagonal entries
{Sn(k)} for all k ∈ {D2,D1}. Let Y̌n , Ȟ, and V̌n be R × 1 vectors, which are the

7 Without loss of generality and for notational convenience, we have not used different notations to denote
different impulse responses (including Nh ) on different subbands. Moreover, the CIR here includes also the
effects of transmit and receive filters.

8 The assumption Nh ≤ Ng may not always be strictly correct, especially when CM4 is considered. However,
the ISI in this case basically has no significant impairment to the effectiveness of the channel estimators
described in this chapter.
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data-subcarrier-related subsets of Yn , H, and Vn , respectively, i.e.,

Y̌n = [Yn(N−R0), Yn(N−R0+1), . . .,Yn(N−1), Yn(1),Yn(2), . . .,Yn(R0)]T

Ȟ = [H (N−R0), H (N−R0+1), . . ., H (N−1), H (1), H (2), . . ., H (R0)]T

V̌n = [Vn(N−R0), Vn(N−R0+1), . . ., Vn(N−1), Vn(1), Vn(2), . . ., Vn(R0)]T .

Denote by Ď = {0, 1, . . . , R − 1}, an alternative index set for data subcarriers. Let Šn(k)
be the kth diagonal entry of Šn and let Y̌n(k), Ȟ (k), and V̌n(k) be the kth elements of
Y̌n , Ȟ and V̌n , respectively. It turns out that Šn(k) = Sn(m), Y̌n(k) = Yn(m), Ȟ (k) =
H (m) and V̌n(k) = Vn(m) following a one-to-one mapping between elements k ∈ Ď and
m ∈ {D2,D1}. Hence, from (3.15), we can rewrite the signal model as

Y̌n = Šn Ȟ + V̌n. (3.16)

3.2.2 LS channel frequency response estimator

Denote by Ĥ the estimate of Ȟ. The LS approach obtains the estimate of Ȟ that
minimizes the squared error between the assumed data, Šn Ĥ, which is a deterministic
but unknown vector, and the given data, Y̌n , which is the observation vector of the
assumed data corrupted by noise and modeling inaccuracy. The squared error JLS(Ĥ) is
given by

JLS(Ĥ) = (Y̌n − Šn Ĥ)H(Y̌n − Šn Ĥ) (3.17)

where (·)H denotes the Hermitian transpose. Setting to zero the partial derivative of
JLS(Ĥ) with respect to Ĥ, we obtain the LS estimate of Ȟ based on a single training
OFDM symbol as

ĤLS = (ŠH
n Šn)−1 ŠH

n Y̌n = Š−1
n Y̌n = ŠH

n Y̌n (3.18)

where the equivalence between the pseudoinverse (ŠH
n Šn)−1 ŠH

n and the inverse Š−1
n is

obtained with the fact that Šn is a diagonal matrix, and the last equality is valid due to
the finite alphabet property of QPSK.

Averaging M1 estimates obtained from the same subband C1 using (3.18), we have

ĤLS = 1

M1

∑
n∈C1

ŠH
n Y̌n. (3.19)

The normalized mean-squared error (NMSE) of this estimator is given by [38]

MSELS = E{‖ĤLS − Ȟ‖2}
E{‖Ȟ‖2} = β

M1 · SNR
(3.20)

where β = E{|Šn(k)|2}E{|Šn(k)|−2} is a constant depending on the signal constellation
with β = 1 for QPSK, and SNR is the average SNR over all data subcarriers at the
receiver. If the UWB propagation channel is modeled by CM1, CM2, CM3, or CM4, we
have SNR = E0/σ

2 with E0 = E{|Ȟ (k)|2} = exp(0.0265σ 2
x ), for all k ∈ Ď [39, Eq. (8)].
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3.2.3 LMMSE channel frequency response estimator

The LMMSE is based on the Bayesian approach to statistical estimation, in which Ȟ is
modeled as a random vector. The LMMSE estimate of Ȟ that minimizes the MSE

JMMSE(Ĥ) = E{‖Ĥ − Ȟ‖2} (3.21)

is given by [15]

ĤMMSE = RȞY̌ R−1
Y̌Y̌

Y̌n (3.22)

where RȞY̌ is the cross-covariance matrix between Ȟ and Y̌n , and RY̌Y̌ is the auto-
covariance matrix of Y̌n . Denote by RȞ Ȟ = E{Ȟ ȞH} the CFR covariance matrix. Then,
from (3.16), we have

RȞY̌ = E{ȞY̌H} = RȞ Ȟ ŠH
n (3.23)

RY̌Y̌ = E{Y̌nY̌H
n } = Šn RȞ Ȟ ŠH

n + σ 2 IR (3.24)

where IR is an R × R identity matrix. Next, using Šn ŠH
n = IR for QPSK constellations

or, more generally, approximating Šn ŠH
n with its expectation E{Šn ŠH

n } in case multi-
amplitude constellations are used, from (3.22)–(3.24) and (3.19), we obtain the LMMSE
estimate of Ȟ as

ĤMMSE = RȞ Ȟ

(
RȞ Ȟ +

β

M1 · SNR
IR

)−1

ĤLS (3.25)

where β = 1 for an OFDM-UWB system with QPSK constellations.
It should be pointed out that the LMMSE estimator (3.25) is obtained based on the

assumption that the CFR vector Ȟ is Gaussian and uncorrelated with the channel noise
vector V̌n . If Ȟ is not Gaussian, which happens to be the case for UWB communications,
ĤMMSE given by (3.25) may not necessarily be the estimate of Ȟ with the minimum
mean-squared error. However, even in a system with non-Gaussian channel conditions,
(3.25) is known to be the best linear estimator in the sense of the resulting mean-squared
estimation error [15].

From (3.25), it is clear that the LMMSE and LS CFR estimators are related by a linear
transformation, which is given by

QMMSE = RȞ Ȟ

(
RȞ Ȟ +

β

M1 · SNR
IR

)−1

. (3.26)

The transformation matrix QMMSE, which constitutes the knowledge of the channel
frequency correlation and the operating SNR, transforms ĤLS to ĤMMSE with improved
NMSE performance at the expense of considerably increased computational complexity,
particularly for obtaining the transformation matrix itself with matrix inversion.

The high complexity involved in (3.25) can be reduced with a low-rank approximation
to the LMMSE estimator using an SVD-based approach. Applying SVD to RȞ Ȟ , we
obtain

RȞ Ȟ = UΛUH (3.27)
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where U is a unitary matrix containing the singular vectors, and Λ is a diagonal matrix
containing the singular values λ0 ≥ λ1 ≥ · · · ≥ λR−1 on its diagonal. Substituting (3.27)
into (3.25), we obtain

ĤMMSE = UΛ
(
Λ+ β

M1 · SNR
IR

)−1

UH ĤLS. (3.28)

In practice, the true channel correlation and SNR are generally unknown. However, one
may design an estimator that is robust to channel correlation and/or SNR mismatch by
considering the worst channel correlation, i.e., the channel with a uniform power-delay
profile, and by choosing a relatively high SNR such that the channel estimation error
can be effectively suppressed at a high SNR for which the estimation error becomes
dominant against the channel noise.

Apparently, when compared with the LMMSE estimator present in (3.25), the SVD-
based LMMSE estimator has much reduced computational complexity, since it only
requires computing the inverse of a diagonal matrix. To further reduce the complexity
of the SVD-based LMMSE estimator, we next consider only the largest Ns (Ns < R)
singular values. Let Ū be the first Ns columns of U , Λ̄ be the Ns × Ns submatrix in
the upper left corner of Λ, and INs be an Ns × Ns identity matrix. The optimal rank-Ns

SVD-based LMMSE estimator can be obtained as [33]

ĤMMSE−SVD = ŪΛ̄
(
Λ̄+ β

M1 · SNR
INs

)−1

ŪH ĤLS (3.29)

whose NMSE is given by

MSESVD(Ns) = 1

R

Ns−1∑
k=0

[
λk(1− δk)2 + βδ2

k

M1 · SNR

]
+ 1

RM1

R−1∑
k=Ns

λk (3.30)

where δk = λk/[λk + β/(M1 · SNR)].
The rank-Ns estimator can be viewed as first projecting the R-dimensional LS esti-

mate onto an Ns-dimensional subspace by the transform ŪH, then performing the
Ns-dimensional estimation, and finally transforming back the resulting Ns-dimensional
estimate to the R-dimensional estimate by the transform Ū . If the Ns-dimensional sub-
space cannot describe the channel well, i.e., λk = 0 does not hold for all k ≥ Ns , there
exists an NMSE error floor given by

MSESVD(Ns) = 1

RM1

R−1∑
k=Ns

λk . (3.31)

This error floor holds for a non-sample-spaced channel when Ns < R is selected due to
the power leakage effect mentioned in Section 3.1.3 and the fact that the singular values
are related to the channel power [33]. The NMSE error floor will cause an irreducible
error floor in the SER performance in the high-SNR regime. In practice, by selecting a
sufficiently large rank Ns , the system performance loss caused by the NMSE error floor
can be limited within an acceptable level. Since the complexity of the low-rank estimator
is also rank-dependent, a good compromise between the system performance and the
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required complexity becomes necessary in the actual implementation of a low-rank
LMMSE estimator.

3.2.4 ML channel frequency response estimator

Let Nm be an integer in the range Nh ≤ Nm ≤ Ng . Define an Nm × 1 vector, hNm , whose
first Nh elements are the same as the h defined in (3.14) and the rest are all zeros, i.e.,

hNm = [hT , 0, 0, . . . , 0]T (3.32)

and, an R × Nm matrix, DNm , with entries

[DNm ]m,k =
{

e− j2πk(m−R0)/N , m ∈ {0, 1, . . . , R0 − 1}
e− j2πk(m−R0+1)/N , m ∈ {R0, R0 + 1, . . . , R − 1} (3.33)

for k ∈ {0, 1, . . . , Nm − 1}. It follows that Ȟ = DNm hNm . The ML estimate of Ȟ can be
obtained from the linear model (3.16) as [34]

ĤML = DNm (DH
Nm

DNm )−1 DH
Nm

ĤLS. (3.34)

Similar to the LMMSE estimator, the ML estimator relates itself to the LS estimators
by a linear transformation given by

QML = DNm (DH
Nm

DNm )−1 DH
Nm

. (3.35)

Clearly, the R × R matrix QML first converts the LS estimate into the time-domain,
then performs a linear transformation on the resulting CIR for noise reduction, and
finally converts it back to the frequency domain. For this reason, this type of estimator is
sometimes also referred to as the DFT-based channel estimator and the transformation
QML is called a noise reduction matrix in the literature. The subtle difference between
the ML estimator and the DFT-based estimator lies mainly in the fact that the latter
requires the assumption that all subcarriers are available for channel estimation, which,
as we have pointed out in Section 3.2.1, is not the case in practice, and in that sense one
may view the DFT-based channel estimation as a special case of the ML estimation.

Similar to the LS estimator, the ML estimator is based on the assumption that Ȟ is
a deterministic but unknown vector. By exploiting the fact that QML is Hermitian and
idempotent, i.e., QML = QH

ML and (QML)2 = QML, it can be found that the NMSE of
the ML estimator with the assumed effective length of CIR, Nm , is given by

MSEML(Nm) = Nm

R
· β

M1 · SNR
. (3.36)

A comparison between (3.36) and (3.20) shows that the MSE performance of the ML
estimator is better than that of the LS estimator by a factor of Nm/R. The reduction of
MSE in the ML estimator is achieved based on the following consideration: since an
indoor wireless multipath channel typically experiences a finite delay spread which is
far less than N in practice, the use of the linear transformation, (DH

Nm
DNm )−1, forces the

purely noisy tail portion (from Nm to N ) of the estimated CIR to be zero. Using this, the
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residual error in the initial LS estimate can be further reduced in time-domain as long
as Nm is selected to satisfy Nh ≤ Nm < N or, more precisely, Nh ≤ Nm < R.

Slightly different from the low-rank LMMSE estimator that requires the detailed
knowledge of frequency domain channel correlation for achieving the best MSE perfor-
mance, the ML estimator just has to know the effective length of CIR, Nh , such that we
may set Nm = Nh . For a sample-spaced channel, the effective length of CIR depends
on the channel delay spread as well as the timing error in case of nonperfect timing
synchronization.9 Since Nh is usually not perfectly known, a common practice is to set
Nm = Ng .

For a non-sample-spaced channel, on the other hand, the selection of the optimum
value of Nm turns out to be somewhat tricky. Following (3.10), we have Nh = N in this
case. Hence, setting Nm < R yields an irreducible MSE floor, which may degrade the
system performance, particularly in the high SNR regime. However, since most of the
channel energy is kept in the neighborhood of the original pulse locations [15, 41],
the channel power leakage effect can be reduced to an acceptable level by selecting a
sufficiently large Nm provided that Nm < R. The actual selection of Nm is application-
dependent. For most OFDM applications with non-sample-spaced channel conditions,
setting Nm = Ng , for example, is still one of the practical yet suitable choices for the
design of ML estimators.

One way to lessen the effect of channel power leakage impairment on the DFT-
based ML channel estimation is to employ a discrete cosine transform (DCT)-based
noise reduction scheme. DCT was initially introduced to improve the performance of
a channel estimator that uses the DFT-based interpolation with comb-type pilots [42].
The use of DCT instead of DFT is motivated by the fact that, given a sequence of
N -point data, DFT conceptually treats it as a periodic signal with a period of N points
and, thus, there exist high-frequency components in the transform domain if the two
ends of the N -point data are discontinuous. The resulting high-frequency components
become harmful to the interpolation process, since it involves large aliasing errors in this
case [43]. On the other hand, however, the operation of an N -point DCT is equivalent to
extending the original N -point data to 2N points by mirror extension, followed by a 2N -
point DFT of the extended data with some magnitude and phase compensations. Since
the discontinuous edge effect can generally be eliminated by the mirror extension of a
signal, the DCT-based interpolation will lead to lower aliasing errors and less channel
power leakage, particularly for a non-sample-spaced channel, when compared with the
DFT-based interpolation.

For the non-interpolation-based channel estimation that relies on block-type pilots,
DCT has also been found to be preferable over DFT [44]. By exploiting the excellent
energy compaction property of DCT, one may form a new noise reduction matrix given
by

QDCT = CR WRCH
R (3.37)

9 The effective length of CIR is found to be also SNR-dependent when it is used as the optimum value of Nm

in ML estimation [40].
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where CR is the R-point DCT matrix and WR is an R × R matrix with the form

WR =

⎛⎜⎜⎜⎝
INm 0 · · · 0
0 0 · · · 0
...

...
. . .

...
0 0 · · · 0

⎞⎟⎟⎟⎠ .

The resulting DCT-based ML estimator

ĤML−DCT = QDCT ĤLS (3.38)

is expected to have a lower MSE floor than its DFT-based counterpart with the same
parameter Nm and, thus, it is more robust against the power leakage effect under non-
sample-spaced channel environments. In practice, concern has been raised about the
high complexity required by this estimator for performing the R-point DCT and inverse
DCT since, for most OFDM applications, R is not a power of two (e.g., R = 112, in the
case of the OFDM-UWB system). Further reduction of the computational complexity of
the DCT-based estimator is necessary, and interested readers may refer to reference [45]
for a possible solution.

3.2.5 Multistage channel frequency response estimator

In the previous sections, we have reviewed several important channel estimators that are
prevalent in OFDM-based communication systems. It has been shown that the ML and
LMMSE estimators as well as their variants are generally much more accurate than the LS
estimator. The high estimation accuracy of the ML or LMMSE estimator is achieved at
the expense of much increased implementation complexity required for the manipulation
of large matrices. This leads to the following dilemma: while sophisticated solutions
for channel estimation in OFDM-UWB devices are desirable because of very low SNR
conditions (less than 0 dB), the use of high-complexity algorithms makes it difficult
to achieve low power and low cost in implementation. For this reason, the LMMSE
estimator and the ML estimator are seldom considered for practical implementation of
small-size OFDM-UWB devices. This makes it desirable to have a low-complexity yet
high-performance estimator, as described below.

The channel estimator proposed in reference [36] consists of five steps, which are
further grouped into two stages. The first stage includes the first two steps and the
second stage the rest. Let Ĥq= [Ĥq (0), Ĥq (1), . . . , Ĥq (R − 1)] be the estimate of Ȟ
after the qth step. Correspondingly, the NMSE of this estimator is denoted by MSEq for
q = 1, 2, 3, 4, 5.

3.2.5.1 Stage 1 – initial CFR estimation
In the first step, we obtain the LS estimate of Ȟ by rewriting (3.19) as

Ĥ1 = ĤLS = 1

M1

∑
n∈C1

ŠH
n Y̌n. (3.39)

In this case, we have that MSE1 = 1/(M1 · SNR).
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In the second step, we apply a simple frequency domain smoothing operation to Ĥ1

and obtain Ĥ2 as

Ĥ2(k) = αh

[
Ĥ1(k − 1)+ Ĥ1(k + 1)

]+ (1− 2αh)Ĥ1(k) (3.40)

for k ∈ Ď, where 0 < αh < 0.5. By doing so, the CFR estimate on each data sub-
carrier is smoothed using the estimates from adjacent subcarriers such that the
residual error contained in the initial LS estimate can be reduced. Note that when
k ∈ {0, R0 − 1, R0, R − 1}, the kth data subcarrier has only one valid adjacent subcar-
rier as can be seen from Figure 3.4. In this case, (3.40) can be modified accordingly such
that only one adjacent subcarrier is used for smoothing.

The validity of using the above frequency domain smoothing technique can be justified
by examining the relationship between the channel’s coherence bandwidth and subcarrier
spacing. Denote by ρ(�k) the normalized cross-correlation of H (k), i.e., ρ(�k) =
E{Ȟ (k +�k)[Ȟ (k)]∗}/E{|Ȟ (k)|2}, with �k being a small integer. Then, we have [39]

|ρ(�k)| ≈
∣∣∣∣∣1+

��N Ts
N Ts+ j2π�k�

1+��

∣∣∣∣∣
∣∣∣∣∣1+

λγ N Ts

N Ts+ j2π�kγ

1+ λγ

∣∣∣∣∣ . (3.41)

Applying the actual values of �, λ, �, and γ (see Table 3.1) to (3.41), we find that
|ρ(�k)| = 0.99, 0.98, 0.94, and 0.84 for CM1, CM2, CM3, and CM4, respectively,
when |�k| = 1. Since the UWB channel’s coherence bandwidth is much larger than the
subcarrier spacing, the CFRs for adjacent subcarriers are approximately identical [46].
Therefore, the use of frequency domain smoothing for channel estimation in this case is
appropriate. It should be pointed out that, strictly speaking, Ĥ2 is a biased estimate of
Ȟ in a frequency selective fading channel unless αh = 0. Nevertheless, it is conceivable
that Ĥ2 will be close to an unbiased estimate of Ȟ if the smoothing parameter αh is
sufficiently small.

The actual choice of the smoothing parameter αh should also take into account the
resulting MSE2. Let η = 6− 2�[4ρ(1)− ρ(2)], where �[X ] denotes the real part of X .
The closed-form expression for αh , which is optimal in the sense of minimizing MSE2,
is given by [36]

α
opt
h = (3+ 0.5ηM1 · SNR)−1. (3.42)

Replacing αh in (3.40) with its optimum value requires the knowledge of channel
statistics and SNR, which may not be available in practice. A suboptimal yet practical
solution is to evaluate MSE2 over the entire SNR range of interest for the four types of
UWB channel. Defining R1,2

mse := MSE1/MSE2, we have

R1,2
mse = (ηα2

h M1 · SNR+ 6α2
h − 4αh + 1)−1. (3.43)

Figure 3.5 shows the NMSE ratio, R1,2
mse, versus αh and SNR for the four different types

of UWB channel. The SNR range is chosen to be −5 dB to 20 dB in the case of CM1
and CM2 and −5 dB to 9 dB in the case of CM3 and CM4, since the latter are only
applicable to lower rate transmissions with lower high-end operational SNRs [9]. Since
a positive R1,2

mse (in units of dB) indicates that Ĥ2 is more accurate than the initial LS
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Figure 3.5 NMSE ratio, R1,2
mse, versus smoothing parameter αh and SNR under various channel

environments ( c© 2010 IEEE) [36]. (a) CM1, (b) CM2, (c) CM3, and (d) CM4.

estimate Ĥ1, we can conclude from Figure 3.5 that a good smoothing factor should
satisfy 0 < αh ≤ 0.1 so that we have R1,2

mse > 0 dB in all scenarios.10

The channel estimate Ĥ2 obtained from the second step will be used to process the
frame header. Header processing, in turn, leads to the second stage of channel estimation,
which is described next.

3.2.5.2 Stage 2 – enhanced CFR estimation
In this stage, we first detect the OFDM symbols within the frame header, i.e., those
with indices n ∈ F in Figure 3.3, using the channel estimate Ĥ2 obtained from Stage 1.
Then, by using these detected header symbols in a DD manner, we obtain a refined CFR
estimate.

Let

Zn(k) = Y̌n(k)[Ĥ2(k)]∗, n ∈ F1

Zn′ (k) = Y̌n′ (k)[Ĥ ′
2(k)]∗, n′ ∈ F1

′ (3.44)

for k ∈ Ď, where Ĥ ′
2(k), corresponding to its counterpart on Subband 1, Ĥ2(k), denotes

the channel estimate associated with Subband 2 or 3. Denote by Ŝn(k), k ∈ Ď, the detected
data corresponding to Šn(k). Recall that each Ŝn(k) belongs to a QPSK constellation, i.e.,

10 Note that the actual propagation environments of UWB may be different from those described by CM1 to
CM4. However, as long as the ranges of ρ(1), ρ(2), and SNR are roughly available, a desirable choice of
αh can be easily made using (3.43).



3.2 Review of channel estimation techniques 83

Ŝn(k) = c[ûn(k)+ j v̂n(k)], where c = √2/2 and ûn(k), v̂n(k) ∈ {+1,−1}. Thus, from
(3.12) and (3.13), ûn(k) and v̂n(k) can be obtained as

ûn(k) = sgn
(�[Zn(k)+ Zn(R−1−k)+ Zn′ (k)+ Zn′(R−1−k)]

)
v̂n(k) = sgn

(�[Zn(k)− Zn(R−1−k)+ Zn′ (k)− Zn′(R−1−k)]
)

(3.45)

for k ∈ Ď, n ∈ F1, n′ ∈ F1
′, and |n − n′| = 1, where �[X ] denotes the imaginary part

of X . In fact, one may find that the header symbol detection given by (3.44) and (3.45)
has actually incorporated an efficient CFR-weighting process, leading to much reduced
detection errors [36].

Using the detected header symbols, we now obtain a DD channel estimate Ĥ3 in the
third step as11

Ĥ3(k) = c

M2

∑
n∈F1

Y̌n(k)[ûn(k)− j v̂n(k)]. (3.46)

In the fourth step, we apply the frequency domain smoothing introduced in the second
step to Ĥ3. The resulting CFR estimate Ĥ4 is given by

Ĥ4(k) = βh[Ĥ3(k − 1)+ Ĥ3(k + 1)]+ (1− 2βh)Ĥ3(k) (3.47)

for k ∈ Ď, where βh is a smoothing factor whose value can be determined following a
procedure similar to that for choosing αh .

Finally, in the fifth step, we obtain Ĥ as a weighted average of Ĥ2 and Ĥ4 as

Ĥ = Ĥ5 = (M1 Ĥ2 + M2 Ĥ4)/(M1 + M2). (3.48)

The final CFR estimate Ĥ is more accurate than Ĥ2 obtained in the first stage and will
be used for processing the payload OFDM symbols in the current frame.

3.2.5.3 MSE performance
The NMSE of the multistage CFR estimator is approximately upper bounded by [36]

MSEMul ≈ 4P̃e + 1
(M1+M2)2

{
η(M1αh + M2βh)2

+ [M1(6α2
h − 4αh + 1)+ M2(6β2

h − 4βh + 1)]/SNR
}

(3.49)

where P̃e is related to the average bit error probability (BEP) of the header OFDM
symbol detector used in the third step and is approximately given by

P̃e ≈ 1√
2πσx

∫ ∞

−∞
Q

(
4

√
(� + 1)SNR

[�(4SNR+ 1)+ 1]E0
· 10

x
20

)
e
− x2

2σ2
x dx (3.50)

where � = ηα2
h + (6α2

h − 4αh + 1)/(4M1 · SNR), and Q(·) denotes the complementary
cumulative distribution function of the standard Gaussian distribution.

Let Rmse = MSELS/MSEMul. Figure 3.6 shows Rmse versus SNR under different
channel environments with αh = 0.1 and βh = 0.05. It can be seen from Figure 3.6 that
the multistage CFR estimator using 18 OFDM symbols (M1 + M2 = 6 per subband) can

11 Note that, for a pilot-related subcarrier, ûn(k) and v̂n(k) are not necessarily obtained from the DD detection,
since they are known at the receiver end.
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Figure 3.6 Analytical NMSE ratio of the multistage estimator, Rmse, under various channel
environments with αh = 0.1 and βh = 0.05 ( c© 2010 IEEE) [36].

achieve about 4.1–5.9 dB NMSE performance gain over the conventional LS solution
which uses six OFDM symbols (M1 = 2 per subband). In comparison, the ML estimator
based on six OFDM symbols (M1 = 2 per subband) has about 4.81 dB and 2.43 dB
gain for CM1/CM2 and CM3/CM4, respectively, over the conventional LS estimator,
with the assumption that Nm = Ng = 37 for CM1/CM2 and Nm = 64 for CM3/CM4
in (3.36). It should be noted that setting Nm > Ng for CM3/CM4 here is based on the
consideration that the maximum excess delays of some realizations of CM3 and CM4
are actually non-negligibly larger than Ng . From the comparison, we can conclude that,
in terms of the NMSE performance, the multistage estimator significantly outperforms
the conventional LS estimator and is almost comparable to the more sophisticated ML
estimator.

It should be pointed out that, since the multistage estimator performs channel esti-
mation exclusively in the frequency domain, it turns out to be insusceptible to the
channel power leakage issue that has been suffered by both ML and LMMSE estimators,
particularly in non-sample-spaced channels, as we mentioned previously.

3.2.6 Complexity comparison

Since the LMMSE estimator including its SVD-based low-rank form is generally more
complicated than the ML estimator [34], we only compare the complexity of LS, ML, and
the multistage solution in this section. Table 3.2 lists the number of real multiplications
and additions required for performing channel estimation on a subband with various
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Table 3.2 Required computational complexity for CFR estimation per subband in a frame (after [36]).

Scheme Real multiplications Real additions

LS (2 symbols) 2R(= 224) 6R(= 672)

Step 1 2R(= 224) 6R(= 672)
Multistage Step 2 2R 4R
(6 symbols Step 3 2R 20R − 6P
per subband) Step 4 2R 4R

Step 5 0 2R

Total 8R(= 896) 36R − 6P(= 3960)

ML (2 symbols)
{

6508, if Nm = 37;
17 416, if Nm = 64.

{
10 690, if Nm = 37;
21 544, if Nm = 64.

estimators. Although the multistage CFR estimator requires more OFDM symbols than
the ML estimator, its advantage of implementation ease is evident. As shown in Table 3.2,
compared with the conventional LS estimator, while the multistage scheme requires
three times more real multiplications and about five times more real additions, the
ML estimator requires about 28 (when Nm = 37) or 77 (when Nm = 64) times more
real multiplications and 15 (when Nm = 37) or 31 (when Nm = 64) times more real
additions. The drastically increased computational complexity of the ML scheme makes
it prohibitive in practice.

We want to point out that the complexity of the ML scheme given in Table 3.2 is
based on the assumption that a matrix of size Nm × Nm , i.e., (DH

Nm
DNm )−1 in (3.34),

is prestored. Since Nm may vary with the actual channel environment and one cannot
afford to prestore several different ML matrices with limited hardware resource, the
Nm-dependent property of the ML matrix is considered to be a serious drawback of the
ML-based channel estimation scheme for implementation of OFDM systems in practice.
In fact, this problem becomes even worse in the case of OFDM-UWB. Suppose that
only a single matrix which amounts to 2N 2

m real data elements requires to be stored in
memory. Assuming that each real data is 8 bits long and three logic gates are required
for implementing one bit memory, about 66K (Nm = 37) to 197K (Nm = 64) logic gates
may be required for storing one ML matrix. This is prohibitive for implementation in a
handheld UWB device as this amounts to a significant portion of the logic gates available
for implementing the whole digital portion of the UWB physical layer [9]. One way to
circumvent this is by computing the ML matrix in real-time. However, this calculation
involves matrix inversion, which is of high complexity and is practically infeasible.

In comparison, the multistage scheme requires no matrix storage and maintains a
similar order of computational complexity as the simple LS estimator, which makes it
feasible and attractive for practical implementation.

3.3 Impact of channel estimation error on performance

In the previous section, we have shown that different channel estimators result in different
estimation errors. In this section, we evaluate the impact of MSE of the LS, ML, and
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multistage estimators on the system performance by comparing their resulting average
SERs and FERs.

The performance evaluation is based on an OFDM-UWB system with a data rate of
53.3 Mbps. The selection of the lowest data rate specified in reference [1], as exempli-
fied here, is to take note of the fact that a channel estimator for ultrareliable short-range
wireless communications should be effective under very low SNR conditions. In this
case, the frame payload is encoded using a convolutional encoder with rate 1/3 and
constraint length 7, modulated with QPSK and spread in time and frequency domains
in a way similar to that described in (3.12) and (3.13) for processing the frame header.
We assume that TFC = 1 and the frame payload is 1024 octets long with perfect tim-
ing and frequency synchronization. We use the UWB channel models CM1, CM2,
CM3, and CM4, each of which has 100 realizations [9]. Following the convention
of OFDM-UWB system design, the worst 10 realizations of each channel model are
ignored for all the SER- and FER-related performance evaluation [9, 39]. This is due
to the fact that the maximum excess delays of some channel realizations, particularly
those of CM3 and CM4, are nonnegligibly longer than Ng , as mentioned in Section
3.2.5. In addition, we set αh = 0.1 and βh = 0.05 for the multistage estimator, and set
Nm = Ng = 37 and Nm = 64 for CM1/CM2 and CM3/CM4, respectively, for the ML
estimator.

3.3.1 Average uncoded SER

The uncoded SER is defined as the error rate at the output of the symbol detector with
hard decision. Denoting by MSE the NMSE of a CFR estimator and referring to the
discussion in reference [36, Appendix B], we obtain

SERuc = 1− (1− Pe)2 (3.51)

where Pe is approximately upper bounded by Pub
e , which is given by

Pub
e ≈ 1√

2πσx

∫ ∞

−∞
Q

(
2

√
(MSE+ 1)SNR/E0

(SNR+ 1)MSE+ 1
· 10

x
20

)
e
− x2

2σ2
x dx . (3.52)

Let SERuc = 1− (1− Pub
e )2 be the approximation of SERuc. Figure 3.7 shows SERuc

versus SNR for different channel estimation schemes. As expected, both the multistage
and ML estimators outperform the LS estimator by about 1.0 dB gain at SER = 10−3

and have about 0.5 dB loss from the case of perfect channel knowledge under CM1.
This is also confirmed via simulations, as shown in Figure 3.8.

Furthermore, let Rser = SER(LS)
uc /SER(Mul)

uc be the SER performance gain of the multi-
stage estimator over the LS estimator. Figure 3.9 shows Rser and Rmse versus SNR
obtained from simulations under different channel environments. It is clear from Figure
3.9 that SER performance is generally improved along with a decrease in channel
estimation error. In particular, we observe that the SER performance gain Rser is less
sensitive to the MSE performance gain Rmse in the low SNR regime than that in the
high SNR regime. This is attributed to the fact that, when SNR is low, the channel noise
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Figure 3.9 MSE and SER performance gains (note: both are not in units of dB) of the multistage
estimator over the LS estimator under various channel environments.

becomes a relatively dominant source of symbol detection errors, when compared to
others.

3.3.2 FER performance

The numerical results of the FER performance for the four different types of UWB
channel are shown in Figure 3.10. Observe from Figure 3.10 and Figure 3.6 that the MSE
performance gain has been translated into the FER performance gain correspondingly,12

i.e., the multistage channel estimator performs slightly worse than ML for CM1/CM2
and slightly better than ML for CM3/CM4, while outperforming the LS estimator by
about 1.0–1.2 dB gain (at FER =0.08 – the performance comparison point specified in
reference [1]) and with much reduced loss (about 2 dB) from the case of perfect channel
knowledge, under all channel conditions.

In summary, the multistage CFR estimation scheme can achieve an estimation accu-
racy comparable to that of the more complicated ML estimator but with a computational

12 Strictly speaking, the NMSE differences between the multistage estimator and the ML (or LS) estimator
do not correlate well with their corresponding FER differences among four channels. This is due to the
existence of ISI in the received OFDM symbols and the fact that the MSE of the multistage estimator
results from both channel noise and header detection errors whereas the MSE of the ML or LS estimator is
only related to channel noise. The detailed explanation for this MSE/FER mismatch phenomenon may be
found in reference [36, Section V].
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Figure 3.10 FER performance comparison for various channel estimation methods under (a)
CM1 and CM2 and (b) CM3 and CM4 ( c© 2010 IEEE) [36].
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complexity similar to that of the conventional LS CFR estimator in an OFDM-UWB
system. Overall, compared with other existing approaches, the multistage estimator
strikes much better performance–complexity tradeoffs. This makes it desirable for the
practical implementation of low-cost and low-power wireless UWB devices. Moreover,
although we have focused our discussion on OFDM-UWB systems in this chapter, it
should be emphasized that the use of the multistage channel estimation scheme can be
easily extended to other short-range wireless systems (e.g., 60 GHz millimeter-wave
communication systems) where cost and reliability are key considerations for system
realization.
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4 Adaptive modulation and coding for
high-rate systems
Ruonan Zhang and Lin Cai

As wireless channels are fading and error-prone in nature, the adaptive modulation
and coding (AMC) scheme is important in wireless communication systems to enhance
reliability and spectral efficiency. By adapting transmission schemes to time-varying
channels conditions, AMC can provide attractive rate and error performance char-
acteristics. AMC has been widely adopted in the wireless standards, such as GSM
and CDMA cellular systems, IEEE 802.11 WLANs, IEEE 802.16 WMANs and also
the WPANs based on the short-range ultra-wideband (UWB) systems like the multi-
band orthogonal frequency division multiplexing (MB-OFDM) and millimeter wave
(MMW).

On the other hand, the automated repeat request (ARQ) scheme is typically used as
the link-layer error-control mechanism. By retransmitting the corrupted packets, ARQ
can further improve the reliability of wireless systems. The interaction of the queueing
and ARQ in the link layer with AMC in the PHY layer provides interesting cross-layer
design problems.

The AMC adopted in the conventional narrowband systems over flat-fading channels
(e.g., Rayleigh and Nakagami-m fading) has been studied extensively in the literature
[1–4]. There has also been considerable interest in the design and analysis of joint AMC
and ARQ transmission systems [5–8]. However, the performance of AMC in short-
range high-rate systems, considering the UWB channel characteristics and media access
control (MAC) protocols, is much less explored. This chapter is intended to fill this gap
by presenting a detailed study of the error-control mechanisms employed in high-rate
WPANs.

This chapter is organized as follows. In Section 4.1, we first briefly overview the
general architecture of the error-control mechanisms in wireless communication links,
including AMC in the PHY layer and ARQ in the link layer. In Section 4.2, we will
discuss in detail the AMC technologies implemented in MB-OFDM [9, 10]. Then the
WPAN link model defined in ECMA-368 [10] will be described in Section 4.3. In
Section 4.4, since the objective of AMC is to adapt to and mitigate the channel fading,
we will introduce the model of the indoor UWB fading channels and the body shadowing
effect (BSE). In Section 4.5, we will analyze the performance of the link using MB-
OFDM, AMC, and ARQ over the UWB fading channels. The simulation results and
performance evaluations will be presented in Section 4.6. Finally, in Section 4.7, we will
take a look at the AMC in 60 GHz MMW-based UWB communication systems and its
performance analysis method.



94 Adaptive modulation and coding for high-rate systems

Figure 4.1 Wireless transmission system with joint AMC and ARQ.

4.1 Adaptive modulation and coding (AMC)

Because wireless channels typically suffer from time-varying fading, the performance
of a fixed transmission scheme varies significantly, which can result in unreliable com-
munications and also a waste of channel resources. The major objective of AMC is to
adapt the transmission scheme according to channel conditions. The basic principle is
to transmit at higher data rates when the channel condition is favorable, e.g., when the
received signal-to-noise ratio (SNR) is high, and at lower data rates otherwise. It has
also been shown that under the average power constraint, the spectral efficiency can be
maximized by holding the transmission if the SNR is lower than a certain threshold [11].
With these transmission mode (TM) selection strategies, AMC can provide much more
reliable communications and also higher channel utilization than a fixed transmission
strategy.

The general system associated with adaptive transmission is described in Figure 4.1
(as discussed later, we assume a constant transmission power). The AMC selector is
implemented at the receiver, which determines the TM based on the channel estimate
and feeds back the TM information to the transmitter through a feedback channel.
The TMs of MB-OFDM will be discussed in detail in the next section. The physical
layer deals with frame-by-frame transmissions, where each frame contains one or more
packets from the link layer. To provide reliable delivery, the ARQ is usually adopted and
the corrupted packets are retransmitted for negative acknowledgments.

Multiple TMs are available with each mode representing a set of transmission param-
eters such as the constellation scheme and forward error correction (FEC) coding. Let
K denote the total number of TMs and partition the entire SNR range into K nonover-
lapping consecutive intervals, with boundaries of �k for k = 1, 2, . . . , K − 1. The kth
TM, denoted as Mk , is chosen when the received SNR γ is between �k−1 and �k ; that is,
γ ∈ [�k−1, �k), for k = 1, 2, . . . , K . In practical systems, the objective of the AMC is
to maximize the average link throughput given the transmission power constraint while
maintaining the prescribed (target) average or instantaneous bit error probability ε0.
AMC is particularly suitable and favorable for short-range high-rate communications,
such as MB-OFDM and MMW used in WPANs.
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First, the premier requirement for AMC is the feedback path, which can be used
by the receiver to inform the transmitter of the channel state information (CSI) or the
optimal data rate to increase the throughput and/or to reduce the frame error rate (FER).
In WPANs, the devices usually need to broadcast beacon frames periodically in order to
maintain the organization and timing of the network. The beacon frames may contain
the information element (IE) about the CSI or the TM the device suggests to use to
receive data. Alternatively, in WPAN links, the ARQ in the link layer is typically used,
and the receiver needs to send an acknowledgment (ACK) for every data frame (using
Immediate-ACK) or for a burst of several frames (using Block-ACK). Thus, the ACK
frames can piggyback the CSI and the transmitter can adjust the TM accordingly in the
next (burst) transmission. It is very natural to combine the ARQ and AMC by cross-layer
design for WPANs.

Second, the AMC is applicable for slow-fading channels owing to the delay in estimate
and feedback of the CSI. If the channel characteristics are changing too rapidly, the
AMC can no longer adapt to the current channel state and its performance gain will
degrade significantly. For example, fast fading caused by multipath in narrowband mobile
communications can change very quickly and other technologies such as coding and
diversity should be used to mitigate the effects of fast fading. However, in short-range
communications, the transceivers are typically stationary and the channel variations
are mainly caused by the shadowing of moving obstacles, such as persons. Such slow
variations can be tracked to use AMC effectively.

Third, in long-distance large-area wireless networks, such as cellular systems, the
transmission power control is also important to improve spectral efficiency and to avoid
near-far effects. However, the transmission power of UWB systems has been strictly
regulated by emission masks [12]. It has been shown that the network throughput
improvement resulting from power control is very limited [13], and the AMC is much
more effective for the communication reliability and performance for such short-range
communications.

4.2 AMC in MB-OFDM systems

MB-OFDM has been described in general in Chapter 2. In this section, we focus on
the AMC implemented in MB-OFDM. In ECMA-368 MAC, packets are encapsulated
and transmitted in the physical layer convergence protocol (PLCP) frame. The MAC
beacon frames are intended to be received and interpreted by all devices and hence their
frame payloads are transmitted at pBeaconTransmitRate (53.3 Mbps). For the data or
command frames, the PLCP header is always sent at a data rate of 39.4 Mbps, and the
payload (the PHY service data unit, PSDU) may be sent at the desired rate as listed in
Table 4.1.

ECMA-368 [10] specifies the supported data rates of 53.3, 80, 106.7, 160, 200, 320,
400, and 480 Mbps. The type of constellation, the FEC coding, and the time/frequency
domain spreading are used to vary the data rates and the transmission reliability, as listed
in Table 4.1. A recipient device may use the Link Feedback IE to suggest the optimal
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Table 4.1 Transmission mode implementation in MB-OFDM [10].

Coded bits / Information bits /
Data rate Coding rate 6 OFDM symbol 6 OFDM symbol Date rate
(Mbps) Modulation (R) FDS TDS (NCBP6S) (NIBP6S) field

53.3 QPSK 1/3 Y Y 300 100 00000
80 QPSK 1/2 Y Y 300 150 00001

106.7 QPSK 1/3 N Y 600 200 00010
160 QPSK 1/2 N Y 600 300 00011
200 QPSK 5/8 N Y 600 375 00100
320 DCM 1/2 N N 1200 600 00101
400 DCM 5/8 N N 1200 750 00110
480 DCM 3/4 N N 1200 900 00111

Figure 4.2 Modulation and encoding process for the PSDU.

data rate to be used by a source device. In the PHY header inside the PLCP header, the
RATE field (5 bits) indicates the TM used for the PSDU.

The block diagram to scramble, code, and modulate the PSDU data is shown in
Figure 4.2. The three technologies to realize different data rates and transmission relia-
bility are described as follows.

First, the convolutional encoder uses the rate R = 1/3 code with generator poly-
nomials of g0 = 1338, g1 = 1658, and g2 = 1718. Additional coding rates are derived
by puncturing the rate R = 1/3 convolutional code, i.e., to increase the data rate by
omitting some of the encoded bits at the transmitter and thus reducing the number of
transmitted bits. Consequently, the protection of the information bits from the coding
gain is reduced. The puncturing patterns can be found in the ECMA-368 standard, which
result in the coding rates of R = 1/3, R = 1/2, R = 5/8, and R = 3/4.

Second, the data rate and error resilience depend on the constellation mapping, which
maps the coded and interleaved binary data sequence onto a complex constellation.
For the data rates of 200 Mbps and lower, the binary data shall be mapped using
QPSK constellation, and for the data rates of 320 Mbps and higher, a multidimensional
constellation with a dual-carrier modulation (DCM) technique is used.

Third, the time and/or frequency domain spreading is employed to reduce the effective
code rate by a factor of two each, which further enhances the transmission reliability
by additional spreading gain for low data rate modes. Time-domain spreading means
transmitting the same information across two consecutive OFDM symbols. Frequency
domain spreading involves transmitting the same data (complex number) on two separate
subcarriers within the same OFDM symbol by permuting the bits across the data sub-
carriers. Thus, the time diversity of the successive OFDM symbols and the frequency
diversity across the subcarriers within one OFDM symbol are exploited to tradeoff
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Figure 4.3 MAS reservation in a superframe: (a) MAS reservation in a superframe; (b) the timing
of burst transmission of B-ACK in one reservation block. ( c© 2010 IEEE) [19, 20].

between the data rate and the error probability. For example, the frequency spreading
provides robustness against narrowband interferers.

Based on the AMC technologies described above, if the payload length is L bytes and
TM Mk is used, the transmission time of the PLCP frame is

TF (L ,Mk) = 6×
⌈

8L + 38

NIBP6S(Mk)

⌉
× Ts + Tpre + Thdr , (4.1)

where NIBP6S is the number of information bits per six OFDM symbols (determined by
the TM as listed in Table 4.1), Ts, Tpre, and Thdr are the transmission time of one OFDM
symbol, the PLCP frame preamble, and the frame header, respectively.

4.3 WPAN link architecture in ECMA-368

In this section, we overview the system architecture and models for WPAN links specified
in the ECMA-368 standard, including the MAC protocol and the block-acknowledgment
(B-ACK) ARQ mechanism in the link layer.

4.3.1 Superframe structure and DRP

The basic timing structure for ECMA-368 is a superframe. As depicted in Figure 4.3(a),
the superframe duration of TSF = 65, 536 μs in length is divided into 256 media access
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slots (MASs). An MAS lasts for 256 μs and is the minimum time unit for reservation.
Each superframe starts with a beacon period (BP), where the Availability IE indicates
the current utilization of MASs in the superframe. The BP is followed by a data transfer
period (DTP), in which the users communicate with each other through either contention-
based or reservation-based channel access.

For the MAC protocols in WPANs, the distributed reservation protocol (DRP) is
proposed in the ECMA-368 for reservation-based media access. A node negotiates
with its target to reserve MASs according to its traffic load and quality-of-service (QoS)
requirement. They also need to observe the Availability IE to find out the available MASs
they could reserve to transmit traffic. To reduce the delay variation, it is desired to reserve
evenly spaced time blocks (the interval between two reservations and the duration of each
reservation are constant). However, because the reservation is performed in a distributed
manner without a centralized controller, the reserved MASs of a source–destination pair
can be arbitrarily distributed in one superframe, as shown in Figure 4.3(a). A reservation
block (RB) is one or multiple continuous MAS(s) reserved by the same user. A user is
said to be in service during its RBs, and on vacation otherwise. The duration between
two consecutive RBs of the user is called the vacation time. Each RB and the preceding
vacation time together is named a reservation slot (RS).

4.3.2 Block-acknowledgment mechanism

Two error-recovery mechanisms are specified in ECMA-368: immediate-
acknowledgment (Imm-ACK) and B-ACK (called Delayed-ACK in IEEE802.15.3).
With Imm-ACK, the receiver sends one ACK frame immediately upon the reception of
every data frame to indicate that frame’s reception status (failed or successful). However,
with the B-ACK, the transmitter sends a burst of frames and the receiver replies one ACK
frame for the whole burst. Because of reducing the ACK overhead and the turnaround
time between transmitting/receiving modes, B-ACK can provide higher bandwidth effi-
ciency, especially in high-rate links [14]. Therefore, we consider B-ACK in this chapter.

In the B-ACK scheme shown in Figure 4.3(b), we call the B data frames plus the ACK
frame a burst transmission. The last data frame and the ACK frame are separated by
a short interframe spacing (SIFS), and there is a minimum interframe spacing (MIFS)
interval between two consecutive data frames. Given the allocated channel time in the
nth RB �n , the data frame payload size L bytes, and the TM Mk , the number of frames
in a burst, called the burst size, is given by

Bn,k =
⌊
�n − TACK − 2× SI F S − GT + M I F S

TF (L ,Mk)+ M I F S

⌋
, (4.2)

where TACK is the transmission time of the ACK frame and GT is the guard time. TACK

is constant because the payload of ACK is approximately fixed and the TM is always
53.3 Mbps for reliable reception.

The ACK frame piggybacks the link Feedback IE which recommends the adjustment
to the data rate and the transmission power level. Then, the transmitter may change the
TM in the next burst transmission accordingly.
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Figure 4.4 The modeling of the body shadowing effect ( c© 2010 Elsevier) [17].

4.4 Packet-level model for UWB channels with shadowing

4.4.1 Body shadowing effect on UWB channels

WPANs are typically deployed in office or residential buildings where the channel
impulse response (CIR) for UWB signals has an intensive multipath profile. The per-
formance of indoor UWB systems depends critically on the signal energy captured
from the significant paths such as the line-of-sight (LOS). Although the transceivers
are usually stationary, the obstacles, such as people, may move around and frequently
shadow off some significant propagation paths. Because of the very low transmission
power, such BSE can considerably reduce the received signal power and SNR, resulting
in significant channel variations. Measurements of BSE have shown the power atten-
uation of up to 8 dB if both transceivers employ omnidirectional antennas [15, 16]. A
packet-level model for the UWB fading channels with random BSE based on a first-order
finite-state Markov chain (FSMC) has been proposed in references [17,18], as described
below.

The shadowing effect is due to the fact that some propagation paths of the signal
in the UWB channel are obstructed by a person standing between the transceivers.
The shadowing model is shown in Figure 4.4, where a human body is modeled as a
cylinder with radius r = 30 cm [21], the receiver (Rx) is located at the origin, the
transmitter (Tx) at the point of (D, 0) and the moving person at (x, y). From the
viewpoint of the Rx, a range of angle-of-arrival (AOA) of the multipath channel is
blocked. The remaining received power or the power attenuation can be estimated
from the angular power spectrum density (APSD) and the AOAs blocked. The APSD
describes the angular distribution of the incident power. Similarly, the shadowing effect
on the Tx antenna can be estimated [17, 18]. Thus, the BSE, denoted as χ (x, y),
can be obtained by superimposing the shadowing effect on both antennas together
as

χ (x, y) (dB) = 10log10 [Er (θ1, θ2)]+ 10log10 [Et (θ3, θ4)] . (4.3)

where Er and Et are the power attenuation on the Rx and Tx antennas, respectively. For
example, when the distance between the UWB transceivers is 4.5 m and a person stands
at different positions between them, the contours of the BSE are shown in Figure 4.5.
The x-axis and y-axis represent the obstructing position.
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Figure 4.5 The contours of the BSE (in dB) with a person standing on the two-dimensional plane
(D = 4.5 m) ( c© 2010 Elsevier) [17].

The average SNR when the distance between the UWB transceivers is D and there is
no shadowing is given by the link budget as [9, 22]1

�0(D) (dB) = PT − L(D)− N − NF − I , (4.4)

where PT , L(D), N , NF , and I are the transmission power, path loss, thermal noise
per bit, system noise figure, and implementation loss, respectively. Their definitions and
values can be found in references [9, 22].

The BSE imposes attenuation on the total received power which can be regarded as
large-scale fading of the indoor UWB channels (similar to the shadowing effect for
narrowband channels). The average received SNR when a person is standing at (x, y)
can be obtained by

γ (D, x, y) (dB) = �0(D)+ χ (x, y) , (4.5)

where χ (x, y) is from (4.3). The FER with received SNR of γ is denoted by ε(γ ) which
can be determined according to the MB-OFDM transmission performance [9, 18].

1 Due to the frequency selective fading, the instantaneous received bit-energy and SNR of different subcarriers
in MB-OFDM systems are random. The received SNR, Eb/N0, is averaged over the small-scale fading,
which is determined by the transmitted power, path loss, implementation loss, antenna gain, and shadowing.
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Figure 4.6 FSMC model for UWB channels with shadowing process.

4.4.2 Definition of channel states in the channel model

Because the BSE depends on obstacles’ angular locations and distances from the anten-
nas, the random movements of a person result in slow variations of the received SNR in
a range, i.e., the large-scale fading of the UWB channels.

As presented in Section 4.2, suppose that the AMC in the communications system
supports K TMs which operate in the K SNR intervals [�k−1, �k) for k = 1, 2, . . . , K ,
respectively. Thus, we define each interval as a channel state, Sk . Because the received
SNR depends on the obstruction position, the state Sk corresponds to the kth spatial zone
enclosed by the two contours of γ = �k−1 and γ = �k . The state SK corresponds to
the zones that are closest to the antenna of the transmitter or the receiver, and therefore
has the lowest SNR due to the most severe BSE. The state S1, with the SNR interval
of [�0, �1), corresponds to the zones outside the most exterior contour of γ = �1, and
therefore represents the channel condition in which there is no shadowing (no person
standing in the vicinity of the system). �0 is the SNR when there is no BSE, as defined
in (4.4).

Finally, the average bit error rate (BER) of channel state Sk can be obtained as

ε̄n =
{

ε [�0 (D)] , k = 1
1
Ak

∫∫
(x,y)∈Ak

ε [γ (D, x, y)] dx dy , k = 2, 3, . . . , K
, (4.6)

where the SNR �0 (D) and γ (D, x, y) are given by (4.4) and (4.5), respectively, and Ak

is the area of the zone of state Sk .

4.4.3 Channel state transitions

Because the channel states correspond to the spatial zones and the person can walk into
the adjacent zones from the current one, the shadowing process is a birth–death process
with state transitions only to adjacent states. Thus, the shadowed UWB channels can be
presented by a continuous-time first-order FSMC, as shown in Figure 4.6.

First, the contour line of �1 is the boundary of the shadowing region. An arriving
person (entering the boundary) results in the onset of shadowing and the state transition
from S1 to S2. We assume that the person’s arrival is a Poisson process with the arrival
rate λP , which increases with higher density and activity of the people inside the home or
office. When the person moves out of the boundary, he (or another person) may re-enter
the region later.
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Second, we approximate that the time the person stays inside a zone is exponentially
distributed. The average duration to stay in the kth zone is t̄k = Akτ , where τ is the
average duration for which the person stays in a unit area. The departure rate from
state Sk is vk = 1/t̄k = 1/(Akτ ). Suppose that the probability of moving to the inner
zone (from Sk to Sk+1) is α, 0 < α < 1. Thus, the transition rates to the adjacent inner
zone are

λk =
{

λP , k = 1
αvk = α

Akτ
, k = 2, 3, . . . , K − 1

(4.7)

and the transition rates to the adjacent exterior zone (from Sk to Sk−1) are

μk =
{

(1− α)vk = 1−α
Akτ

, k = 2, 3, . . . , K − 1

vk = 1
Akτ

, k = K
. (4.8)

4.5 WPAN link performance analysis

4.5.1 System model

The system under investigation is a UWB link where the users reserve N RBs using
DRP in one superframe, as shown in Figure 4.3(a). The RBs are indexed by n for
n = 1, 2, . . . , N . Since the MAS reservation is arbitrary, the duration (number of MASs)
of the RBs may be variable and is denoted by �n . The RSs (as defined earlier, an
RS contains the RB and the proceeding vacation time) are denoted by Tn . A burst
transmission of B-ACK is conducted in one RB, where the delayed ACK is returned
from the receiver at the end of each block. The ACK frame acknowledges the frames
in the current burst and at the same time piggybacks the channel information, which is
obtained by performing channel estimation in the reception of the burst. The ongoing link
may be frequently shadowed off by a moving person, resulting in large-scale channel
fading. The MB-OFDM AMC is employed to adaptively select TM to maintain the
average or instantaneous FER.

For easy exploration in the analysis, we assume that the packet length, i.e., the frame
payload, is fixed as L bytes, and the packet arrivals are assumed as a Poisson process
with an arrival rate of λ pps. The size of the buffer is F packets.

4.5.2 Markovian analysis

The objective is to model the queueing behavior at the transmitter’s buffer and derive
the distribution of the queue length. Because it is very difficult, if not impossible, to
apply the traditional queueing analysis, we model the system based on the RSs in the
superframes and build a three-dimensional FSMC as follows [19, 20].

A superframe is divided into N RSs from the viewpoint of the tagged node. We
define the system state at the beginning of each RS as the triplet of (n, k, q), where
n ∈ {1, 2, . . . , N } is the index of the RS, k ∈ {1, 2, . . . , K } is the channel state, and
q ∈ {0, 1, . . . , F} is the number of packets in the buffer. The three-dimensional FSMC
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Figure 4.7 Embedded Markov chain model ( c© 2010 IEEE) [19, 20].

model can capture the MAC protocol scheduling, channel evolution, and queueing
behavior. We use the RSs as the time slots of the discrete-time Markov model, whose
durations are not constant but repeat from T1 to TN per superframe. There are totally
(F + 1)N K states. The state at the time slot t is denoted as (nt , kt , qt ) .

We put the system states with the same block index in one row as

(n, 1, 0), . . . , (n, 1, F), . . . , (n, K , 0), . . . , (n, K , F) , (4.9)

and the Markov chain is shown in Figure 4.7. The number of states in each row is
(F + 1)K and the number of states in each column is N . Note that the states in the last
row are drawn in dashed circles to denote that they are duplicates to those on the first row
and only used for the illustration of the state transitions. The nonnull one-step transition
probabilities are derived as follows.

1. Arrival process Let at denote the number of packets arriving during time slot t . At
the beginning of the time slot, there are qt packets residing in the buffer. Hence, at
most, bt = min{at , F − qt } packets can be accommodated and the excessive packets
will be dropped due to buffer overflow. Because the duration of the time slot is Tnt ,
the probability mass function (PMF) of bt can be obtained as

fbt (x |nt , qt ) =

⎧⎪⎨⎪⎩
(λTnt )x

x! e−λTnt , x < F − qt

1−∑M−qt−1
y=0

(λTnt )y e−λTnt

y! , x = F − qt

0 , x > F − qt

. (4.10)
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2. Channel state transition Because the channel variation is caused by the mobility
of pedestrians, the residential time in each channel state is much larger than the
duration of a time slot Tn (n = 1, . . . , N ), so the probability that the channel state
transition occurs more than once in one time slot is negligible. Hence, the transition
probabilities can be estimated as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

hk,k+1 = λk Tnt , k = 1, 2, . . . , K − 1
hk,k−1 = μk Tnt , k = 2, 3, . . . , K

hk,k = 1− hk,k+1 , k = 1
hk,k = 1− hk,k−1 , k = K
hk,k = 1− hk,k+1 − hk,k−1 , k = 2, 3, . . . , K − 1

.

3. Queue service process The number of frames sent in one burst depends on both the
duration of the reserved block, �n , and the TM selected by the transmitter, because
the duration of each packet varies with the TM (NIBP6S is different). The TM in turn is
determined by the estimated channel state, kt . The maximal number of frames which
can be accommodated in the burst can be obtained from (4.1) and (4.2), denoted as
Bnt ,kt . Thus, the number of packets in the burst is vt = min{qt , Bnt ,kt }. In addition,
the duration of an RB is of several MASs which is much smaller than the channel
coherence time. Therefore, the channel is assumed static within a burst, so the frame
error probability is constant.

By using the AMC mechanism, the PHY layer chooses an appropriate TM to
adhere the target BER in each of the channel states that is denoted as ε0. However,
the TM of one burst is determined by kt estimated by the receiver during the previous
burst. When the current burst is in transmission using TM Mkt , the channel is in state
kt+1, which can be the same as kt or its adjacent states. If kt+1 = kt , we have the target
BER ε0 and the target FER. If kt+1 = kt + 1, the channel condition becomes worse
than expected, the BER is εw > ε0. Similarly, if kt+1 = kt − 1 (channel condition
becomes better), the BER is εb < ε0. The FER is ηkt ,kt+1 = 1− (1− ε)L where ε is
ε0, εw, or εb for the three scenarios, respectively. Because the frame header and the
ACK frames are always sent at the base data rate of 39.4 Mbps and protected by
strong error-correction coding, we assume that they can be correctly received.

If dt frames are correctly received in a burst transmission during time slot t , they
will be removed from the buffer. dt has binomial distribution with a PMF of

fdt (x |vt , kt , kt+1) =
(
vt

x

)(
1− ηkt ,kt+1

)x
η
vt−x
kt ,kt+1

= �
(
x, vt , 1− ηkt ,kt+1

)
, (4.11)

where �(·) is the binomial distribution function.
4. System state transition probabilities The RS index in the (t + 1)th time slot is

nt+1 = (nt mod N )+ 1 and the queue length at the beginning of the time slot is qt+1 =
qt + bt − dt . The transition probability from state (nt , qt , kt ) to state (nt+1, qt+1, kt+1)
is

Pr{(nt+1, qt+1, kt+1)|(nt , qt , kt )}
= Pr{kt+1|kt , nt }Pr{bt − dt = qt+1 − qt |nt , kt , qt , kt+1} . (4.12)
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The PMF of the random variable bt − dt can be obtained as

fbt−dt (x |nt , kt , kt+1, qt ) =
F−qt∑
y=0

fbt (y|nt , qt ) fdt (y − x |bt , qt , kt , kt+1) , (4.13)

where fbt and fdt are given in (4.10) and (4.11), respectively.
We organize the transition probabilities from state (n, k, q) to all the system states

in a column vector as

P(n,k,q) = [Pr{(1, 1, 0)|(n, k, q)} · · · Pr{(N , K , F)|(n, k, q)}]T . (4.14)

Then, the state transition probability matrix can be obtained as

P = [P(1,1,0) · · ·P(1,K,F) · · · P(N,1,0) · · ·P(N,K,F)

]
. (4.15)

5. Stationary distribution Let π(n,k,q) denote the steady-state probability of
(n, k, q) and define the column vector of the steady-state distribution as Π =[
π(1,1,0) · · ·π(1,K ,F) · · · π(N ,1,0) · · ·π(N ,K ,F)

]T
, which can be solved by the follow-

ing linear equations: {
Π = PΠ ,∑N

n=1

∑K
k=1

∑F
q=0 π(n,c,q) = 1 .

Finally, denote by Q the queue length at the beginning of an RS. Then, the stationary
distribution of Q is

fQ(q) =
N∑

n=1

K∑
k=1

π(n,k,q) . (4.16)

4.5.3 Packet drop rate and throughput

Considering that AMC in the PHY layer can bound the BER, the probability that
a frame is discarded due to excessive retransmissions is negligible and therefore
we only consider the packet drop caused by buffer overflow. Because of the arbi-
trary length of the vacation time, we evaluate the packet drop rate (PDR) for each
RS.

Denote the queue length at the beginning of the nth RS in the superframe as Qn . First,
the stationary distribution of Qn is

fQn (q) =
K∑

k=1

πn,k,q . (4.17)

Let Dn denote the number of dropped packets during the nth RS. Thus, an = F − Qn +
Dn is the total number of packets arrived during the slot. The conditional probability of
Dn is fDn (x |Qn = y) = fan (F − y + x) = (λTn )F−y+x

(F−y+x)! e−λTn = �(F − y + x, λTn). The
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Table 4.2 Transmission modes and channel model

Channel TM SNR interval Transition rate Transition rate Steady-state
state (Mbps) [�k−1, �k) λk(/s) μk(/s) probability

S1 200 [7.74 8.62) 0.023 — 0.514
S2 160 [6.77 7.74) 0.027 0.027 0.435
S3 106.7 [5.01 6.77) 0.259 0.259 0.046
S4 80 [0 5.01) — 2.023 0.006

average number of dropped packets in the nth slot is

D̄n =
F∑

y=0

∞∑
x=1

x fDn (x |Qn = y) fQn (y)

=
F∑

y=0

∞∑
x=1

[
x�(F − y + x, λTn) fQn (y)

]
. (4.18)

Finally, given the average number of packets dropped in one superframe, the
PDR is

D̄ =
∑N

n=1 D̄n

λ TSF
. (4.19)

Then, the throughput is given by H = (1− D̄)λ .

4.6 Simulation results

In this section, a typical WPAN deployed indoors is simulated. The dimensions of
the room are 7.5× 8 m2 and the distance between the transceivers is D = 7.5 m. For
106.7 Mbps TM, the received SNR varies in the range of [0, 8.62] dB due to the random
shadowing, where �0 = 8.62 dB is the SNR without shadowing. The four TMs of
80, 106.7, 160, and 200 Mbps which can operate in this range [10] are considered.2

The packet size is 1500 bytes.
We evaluate two AMC strategies with maximal FERs of ηM = 0.02 and ηM = 0.08,

respectively. For the first strategy, the SNR intervals for the four TMs are listed in
Table 4.2 to ensure that the instantaneous FER does not exceed 0.02. Then, using the
SNR range of each TM as the boundaries, the obstructing zones of the four channel states
are obtained according to Section 4.4. Assuming that α = 1/2, the transition rates and
the steady-state probabilities of the packet-level channel model are listed in Table 4.2.
The channel model can be obtained similarly for ηM = 0.08.

2 If the received SNR is larger, the TMs with higher data rates, such as 320, 400, and 480 Mbps [10] can be
used, and the analysis approach is still applicable.
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Figure 4.8 Stationary distribution (CDF) of queue length.

In the link layer, we assume that the tagged user pair is allocated two RBs per
superframe and eight MASs in each block that are located at 129 ∼ 136 and 193 ∼ 200
(the numbers denote the MAS index which resides in {1, 2, . . . , 256}). The burst size of
B-ACK in each RB is 22, 15, 12, and 8 frames for the 4 TMs, respectively.

Figure 4.8 shows the cumulative distribution function (CDF) of the stationary queue-
ing length distribution with the buffer size of 90 KB. The good agreement between the
analytical and simulation results validates our analysis. We can see that the strategy of
ηM = 0.08 results in better queue length distribution; that is, the queue length has much
higher probability to have small values (e.g., smaller than 20 KB with a probability
of 0.55), while for ηM = 0.02, the queue length has large dynamics (e.g., smaller than
20 KB with a probability of 0.30).

Figure 4.9 shows the throughputs of the two strategies. Please note that because the
users are allocated totally 16 out of 256 MASs per superframe, the maximal throughput
(without packet loss) is 8.06 Mbps. The traffic load used in the simulations is Poisson
traffic with an average data rate of 5.5 Mbps. In accordance with the results of the
queue distribution, the strategy of ηM = 0.08 has smaller PDR and therefore higher
throughput.
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Figure 4.9 Link throughput.

4.7 AMC in 60 GHz millimeter-wave radio systems

The 60 GHz MMW systems have been introduced in Chapter 2. In this section, we will
focus on the AMC mechanism and the link-layer architecture defined in the ECMA-
387 standard. WiMedia ECMA-387 specifies the PHY, MAC, and HDMI PAL for the
short-range WPANs utilizing the unlicensed 60 GHz frequency band.

4.7.1 AMC mechanism in ECMA-387

ECMA-387 has defined three device types: Types A, B, and C. Device Type A offers video
streaming and WPAN applications in 10 m range LOS/NLOS multipath environments,
using high-gain trainable antennas. Thus, people moving in the large space between the
transceivers can cause the BSE, similar to the scenario of the MB-OFDM-based WPANs
described in Section 4.4. More importantly, since the directional antennas are employed
in 60 GHz systems, the BSE is much more severe. The measurements in reference [21]
have shown that the power attenuation caused by BSE can be more than 20 dB when
both transceivers use horn antennas and the distance between them is 3.5 m. Therefore,
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the AMC is important for 60 GHz systems to combat the channel fading and enhance
transmission reliability.

For each device type, multiple TMs or data rates are defined in ECMA-387. For
example, a Type A device can operate at the data rate of 0.397 Gbps, which is a
mandatory mode denoted by A0, or at other data rates ranging from 0.794 Gbps to
6.350 Gbps. These TMs are used for different kinds of frame to satisfy the reliability
requirements. First, the payloads of MAC beacon frames are transmitted using one of the
common PHY modes, like the mode A0 for Type A devices. Second, in device discovery
or antenna training, MAC frames are transmitted using one of the discovery modes in the
discovery channel. Third, payloads of other frames, called PHY-layer PLCP protocol date
unit (PPDU), may be transmitted at higher data rates if possible. The PPDU payload
consists of one or more data segments, each of which shall be encoded and mapped
according to the modulation and coding scheme to generate a transmit symbol block.
Thus, the AMC mechanism is used to select the optimal combination of transmit rate and
power to increase the throughput and/or reduce the FER. The architecture of the AMC
mechanism defined in ECMA-387 for 60 GHz systems is still the same as that shown in
Figure 4.1. The main techniques utilized in the AMC are summarized as follows.

First, several modulation schemes are defined. Type A devices can transmit using
single carrier block transmission (SCBT) at the data rates from 0.397 Gbps to 6.350 Gbps,
and using OFDM at the data rates from 1.008 Gbps to 4.032 Gbps. Type B devices can
operate with single carrier modulation at 0.794, 1.588, and 3.175 Gbps, and with dual
alternate mark inversion (DAMI) at 3.175 Gbps.

Second, similarly to the FEC in MB-OFDM described in Section 4.2, different cod-
ing rates with certain coding gain protection are provided in the 60 GHz systems. The
scrambled data bits are first encoded using Reed–Solomon codes. Then, the resulting
Reed–Solomon coded payload bits are interleaved and coded using convolutional codes
with (or without) trellis coded modulation, depending on the data-rate mode. The con-
volutional encoder shall use the rate R = 1/2 code and then additional coding rates are
derived from the “mother” convolutional code by employing puncturing, resulting in the
coding rates of R = 4/7, 2/3, 4/5, 5/6, and 6/7.

Third, different constellation mapping schemes can be utilized to map the coded and
interleaved binary data sequence onto a complex constellation. BPSK, QPSK, 16QAM,
etc. have been defined in ECMA-387.

Fourth, similarly to the time-domain spreading in MB-OFDM, the data symbols may
be spread in the time domain; that is, the data symbols may be consecutively repeated
NTDS times, where NTDS is the time domain spreading factor (TDSF). In the TM of A0
of Type A device, the time spreading with NTDS = 2 is used to improve the transmission
reliability.

4.7.2 MAC protocol in ECMA-387

ECMA-387 defines the link-layer channel access protocols, synchronization, coexis-
tence, and interoperability among different types of device, power management, and
security policy. In this section, we focus on the MAC and ARQ mechanisms.
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Coordination of devices within the radio range is achieved by the transmission and
reception of beacon and control frames. During device discovery and antenna training,
devices send beacon and control frames in the discovery channel using contention-based
access. Once a device finds its communication partner and selects a channel, it transmits
the data by the reservation-based channel access, using the similar superframe structure
and the DRP protocol defined for MB-OFDM systems in ECMA-368, described as
follows.

In the data transmission procedure, the basic timing structure for frame exchange
is a superframe. With the similar structure of the superframe specified in ECMA-368,
the superframe duration of 16 384 μs is also divided into 256 MASs, where each MAS
duration is 64 μs. Each superframe is composed of a BP, which extends over one or more
contiguous MASs, and then the data period. Using DRP, the devices reserve one or more
MASs in each superframe to communicate with the targets. Therefore, the devices in
the 60 GHz WPAN specified by ECMA-387 use the same reservation-based mechanism
to access channel and exchange data, as shown in Figure 4.3(a).

For the ARQ mechanisms, ECMA-387 also defines the Imm-ACK and B-ACK, similar
to ECMA-368. The architecture of B-ACK is shown in Figure 4.3(b), and is used in
each RB. The delayed ACK is sent at the end of the RB and can piggyback the channel
information. Then, the source device can adjust the TM accordingly.

Because the reservation-based channel access and the ARQ mechanisms defined
in ECMA-387 are basically the same as those in ECMA-368, the analytical frame-
work for the link performance presented in Section 4.5 can be directly applied to the
60 GHz MMW-based WPANs. Besides, the approach to evaluate the BSE for indoor MB-
OFDM systems can be extended for the BSE on the 60 GHz propagation channels with
directional antennas and a packet-level channel model, similar to the one described in
Section 4.4, can be established.

4.8 Summary

In summary, this chapter has studied the AMC mechanism employed in the short-range
UWB systems to improve transmission reliability. Rate adaptiveness is an attractive fea-
ture for UWB communications. We have briefly investigated the UWB fading channels
caused by random BSE and the packet-level channel model. The WPAN link model using
the AMC, B-ACK, and DRP protocols has been described and the Markovian queueing
model to analytically evaluate the link performance over the fading channels has been
presented. The analytical framework can be used for both the MB-OFDM systems spec-
ified by ECMA-368 and the 60 GHz MMW systems defined by ECMA-387, because the
two standards have similar ARQ and MAC protocols. AMC combined with ARQ can
effectively support high data-rate transmissions over time-varying wireless channels.
The analysis and simulation results in this chapter can provide important guidance into
the design of optimal error-control strategies to improve the transmission reliability and
QoS support in WPANs.
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5 MIMO techniques for high-rate
communications
Wasim Q. Malik and André Pollok

This chapter presents an analysis of the gain in system capacity and reliability that can
be achieved with the use of multiple-antenna array systems. The general philosophy
of multiple-input multiple-output (MIMO) systems is introduced and practical design
considerations are highlighted. We focus on two short-range wireless communication
technologies of interest and promise, namely ultrawideband (UWB) and 60 GHz sys-
tems, and discuss them in the context of MIMO systems. Based on measurements and
simulations, we discuss the propagation channel conditions and investigate their impact
on MIMO performance. An important aspect of the propagation channel is its spatial
correlation, which we analyze in detail and draw conclusions for MIMO array design. For
our candidate communication schemes, we investigate MIMO transmission strategies
such as time-reversal, beamforming, and waterfilling, and evaluate the corresponding
performance improvement. We provide physical insights into the results and make rec-
ommendations for the practical design of future wireless systems based on UWB and
60 GHz MIMO techniques.

5.1 Principles of MIMO systems

Boosting the capacity and reliability of a wireless link has been a topic of great interest
for several decades in communications design. The use of multiple-antenna or MIMO
arrays in wireless systems has attracted attention owing to the potential for increasing
performance [1–4]. After excessive interest in the last decade, MIMO techniques now
form part of many current narrowband and wideband wireless standards and applications,
some examples of which are the IEEE 802.11n WiFi and 802.16e WiMAX systems, and
a host of proposed 4G systems.

MIMO systems exploit the spatial dimension of the propagation channel to create
multiple orthogonal communication paths between the transmitter and receiver. A diver-
sity scheme can use these independent paths to transmit multiple copies of the same
signal in order to combat fading and reduce the probability of outage. A spatial mul-
tiplexing scheme can use these paths to create parallel data streams and scale up the
information rate. A MIMO system can be used to obtain diversity, multiplexing, or both.
A MIMO antenna array comprises elements that are orthogonal in space, polarization,
or radiation pattern. Of these, spatial arrays, and, in particular, uniform linear arrays, are
most common due to their simplicity, ease of manufacture, and good performance.



114 MIMO techniques for high-rate communications

For a conventional narrowband NT × NR MIMO system, the received signal is given
by ⎡⎢⎣ y1

...
yNR

⎤⎥⎦ =√ ρ

NT

⎡⎢⎣ h1,1 . . . h1,NT

...
. . .

...
hNR ,1 . . . hNR ,NT

⎤⎥⎦
⎡⎢⎣ x1

...
xNT

⎤⎥⎦+
⎡⎢⎣ w1

...
wNR

⎤⎥⎦ (5.1)

which can be written compactly in matrix form as

y =
√

ρ

NT
Hx+ w, (5.2)

where ρ is the average receive signal-to-noise ratio (SNR), x is the transmitted signal,
w ∼ N (0, I) is the additive white Gaussian noise, and H is the MIMO channel matrix
with flat-fading coefficients. This narrowband MIMO channel model is the basis of the
analyses widely undertaken in the literature.

In the rest of this chapter, we investigate the feasibility and promise of MIMO tech-
niques for two candidate schemes for future high-performance wireless technologies,
namely UWB and 60 GHz systems. Our theoretical and experimental analysis explores
various aspects related to propagation channel characteristics and system architectures,
with recommendations for practical system design. However, before embarking on these
specific technologies, we first review the concept of channel capacity for narrowband
and wideband MIMO systems.

Under perfect channel state information (CSI) at the receiver, we can evaluate the
capacity of a given realization of the narrowband MIMO channel H in bps per Hertz
(bps/Hz) as [2, 5, 6]

INB = log2 det

{
INR +

ρ

NT
H†H

}
, (5.3)

where INR is the NR × NR identity matrix, (.)† is the Hermitian transpose, and we have
assumed that NR ≥ NT . Note that this expression inherently assumes the entries of the
transmitted signal vector x to be mutually uncorrelated zero-mean circularly symmetric
complex Gaussian, which is known to maximize the input-output mutual information
of H [7]. The capacity is also sometimes referred to as the spectral efficiency, and
correspondingly the maximum achievable rate is given by R = WINB, where W is the
channel bandwidth.

Let us now consider a frequency selective MIMO channel with frequency domain
transfer function H( f ). Taking into account that H( f ) at a single frequency f is a
narrowband channel, we can compute the associated capacity INB( f ) from (5.3). The
capacity of the wideband channel, which can be considered as a collection of such
narrowband channels, can therefore be obtained as [2]

IWB = E f ∈W {INB( f )} . (5.4)

In the general case, the expectation in (5.4) requires integration over the capacity con-
tributions of infinitesimally narrow channels. However, both UWB and 60 GHz channels
can be regarded as a collection of narrowband channels each with bandwidth � f , and
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thus the integral can be replaced by a sum. Conceptually, this treatment can be easily
understood in the context of orthogonal frequency division multiplexing (OFDM), which
decomposes the frequency selective MIMO channel into M orthogonal subcarriers, each
of which can be considered frequency flat.

The above capacity expressions assume a uniform allocation of transmit power across
space and frequency, which is reasonable in the absence of CSI at the transmitter. Under
perfect transmit-side CSI, power allocation across antennas can be optimized by means
of waterfilling (WF) [2]. The WF counterparts of (5.3) and (5.4) are not presented here,
but can be found, for example, in reference [2].

5.2 MIMO for ultrawideband systems

MIMO techniques offer the potential to boost the performance of UWB systems sub-
stantially and solve some of their key issues, as shown by a number of theoretical and
experimental studies [8–13]. MIMO spatial multiplexing and beamforming schemes
hold great importance for UWB systems. The data rates of UWB MIMO systems,
demonstrated to be well over 1 Gbps, are among the highest achievable by any wire-
less technology over a short range. Via beamforming, a MIMO array can also be used
to combat the severe range limitation of a UWB link without increasing the transmit
power. As UWB channels do not suffer from severe spatial or temporal fading under
usual operating conditions [8, 14, 15], antenna diversity is generally not considered the
most important application of MIMO for UWB systems. One application of antenna
diversity in UWB, which can be useful in some practical receiver designs, is in replacing
some of the required rake fingers with antenna elements at the receiver [16, 17]. In this
section, we take an in-depth look at some of the key aspects of UWB MIMO propagation
channels and system design.

5.2.1 Channel model

The bandwidth, W , of a UWB channel may range from a few hundred MHz to a few
GHz, with current FCC specifications permitting UWB transmission within the 3.1–
10.6 GHz band [18]. Such a large bandwidth and the resulting frequency selectivity (see
Figure 5.1) lead to fine temporal resolution and small time-bins, �τ = 1/W . The UWB
channel thus has high multipath resolution. A single-input single-output (SISO) UWB
channel can be modeled as a tapped delay line,

h(τ ) =
L∑

l=1

αl e
jφl δ(τ − τl)

=
nT−1∑
n=0

αne jφnδ(τ − n�τ ), (5.5)

where τ is the time delay with respect to the time-of-arrival of the first resolved multipath
component (MPC), L is the number of resolved MPCs, nT is the number of time-bins, αl ,
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(a) Channel transfer function (b) Channel impulse response

Figure 5.1 An example of the line-of-sight UWB channel obtained from measurements in an
indoor propagation environment. (a) The power-normalized transfer function shows the highly
frequency selective nature of the channel. (b) The power-normalized impulse response of the
channel in (a) shows high temporal and multipath resolution.

φl , and τl represent the amplitude, phase, and time delay of the l th MPC. The frequency
domain channel transfer function forms a Fourier pair with the channel impulse response
and is given by

H ( f ) = F {h(τ )} =
n f−1∑
k=0

Ake jθk δ( f − k� f ), (5.6)

where F {.} denotes the Fourier transform, Ak and θk are the amplitude and phase at
the k th frequency component, and � f is the frequency bin size. The above frequency
domain representation is sometimes convenient for analysis, since it models the UWB
channel as a collection of several narrowband channels with adjacent, nonoverlapping
bands, allowing us to apply existing analysis techniques for narrowband channels. It
also enables the direct analysis of the UWB MIMO channel based on frequency domain
measurements conducted with a vector network analyzer. We will use this channel
model in conjunction with measurement-based channel data to arrive at the results in the
upcoming sections. A detailed description of the measurement setup and propagation
environments considered can be found in reference [8].

5.2.2 Spatial correlation

Indoor UWB channels are characterized by rich multipath and large angular spreads [14],
as a result of which we expect the spatial correlation in typical UWB channels to be
low. Another factor that determines spatial correlation is the geometry of the MIMO
antenna array: larger inter-element separation leads to lower correlation between the
MIMO subchannels. Thus, the amount of multipath correlation is jointly determined by
the propagation environment (multipath richness and angular spread) and the system
architecture (antenna array design).



5.2 MIMO for ultrawideband systems 117

−50 −25 0 25 50
0

0.25

0.5

0.75

1

Cross-range offset, cm

C
or

re
la

tio
n 

co
ef

fic
ie

nt

 

 

25 MHz
100 MHz
7.5 GHz

−50 −25 0 25 50
0

0.25

0.5

0.75

1

Range offset, cm

C
or

re
la

tio
n 

co
ef

fic
ie

nt

 

 

(a) Cross range direction. (b) Range direction.

Figure 5.2 Magnitude of the spatial complex correlation coefficient in line-of-sight (LOS)
channels with the bandwidth indicated, centered at 6.85 GHz. Range (or inline) refers to the
direction along the line joining the transmitter and receiver, while cross-range (or broadside) is
perpendicular to that line.

In narrowband Rayleigh-fading channels, the spatial correlation can be related to
the wavelength, λ, in terms of the Bessel function of the first kind [19]. According
to this model, the first null of the correlation function occurs at approximately half-
wavelength. Therefore, d = λ/2 is considered the ideal inter-element separation in
terms of signal decorrelation. Nonisotropic scattering conditions, however, increase the
coherence distance, defined as the distance within which the correlation coefficient is
0.5 or higher. Much larger inter-element separation is then required to obtain sufficient
decorrelation.

Due to their high frequency selectivity, we expect UWB channels to exhibit consider-
ably different correlation characteristics than narrowband channels. It has been reported
that in a multiband-OFDM UWB system, the correlation coefficient is frequency depen-
dent and varies across subcarriers, but generally remains below 0.5 when d = 10 cm [12].
We investigate the effect of d and channel bandwidth on UWB spatial correlation with
the help of experimental results shown in Figure 5.2, where we define the complex corre-
lation coefficient according to reference [20]. We observe that an increase in bandwidth
decreases the coherence distance, and for the 7.5 GHz UWB channel, the correlation
sidelobes are lower than 0.5 beyond about 4 cm in both cross-range and range directions.
The difference between the range and cross-range correlation functions is due to non-
isotropic scattering in a realistic propagation environment, and decreases as the angular
spread increases.

Further investigation of the impact of channel bandwidth on correlation shows that the
coherence distance decreases rapidly as a function of bandwidth up to about 500 MHz,
beyond which there is only a small amount of additional decorrelation due to increasing
bandwidth [20]. The center frequency also plays a critical role, since it is well known that
spatial correlation is closely related to the electrical distance between the elements, given
by d/λ [14]. To analyze the impact of center frequency, we turn to indoor propagation
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measurements with W = 500 GHz and center frequency varying between the 3.1–
10.6 GHz FCC-defined UWB band. Our analysis reveals that the coherence distance
is of the order of λc, where λc is the wavelength corresponding to the UWB channel’s
center frequency [20]. This is an important factor to take into account when designing
multiband-UWB systems, since it shows that for a given multiband MIMO system, the
coherence distance will depend on the instantaneous operating frequency, and therefore
the spatial correlation and channel capacity will vary to some extent from subband to
subband.

This analysis of correlation is important because it determines the performance of
the MIMO system. Similar to narrowband systems, the fading correlation between the
UWB MIMO subchannels should be low in order to derive any performance enhance-
ment from MIMO. The highest capacity is obtained when the UWB MIMO channel
matrix, H( f ), is spatially white. In this condition, we will consider the case where CSI
is available only at the receiver.

5.2.3 Channel capacity

We now examine the MIMO capacity of UWB channels experimentally using indoor
MIMO measurements with a uniform linear array with 6 cm inter-element separation.
We evaluate the capacity distributions of the UWB MIMO channel, H( f ), using (5.3)
and (5.4) and analyze the 1% outage capacity.

From Figure 5.3(a), the single-input multiple-output (SIMO) capacity, obtained with a
1× NR system, increases logarithmically with NR . The gain in capacity due to additional
receive antennas remains constant with increasing SNR. However, when a NT × NR

MIMO array is used, the capacity increases almost linearly with N = NT = NR . The
capacity gain is slightly less than N -fold due to the nonzero spatial correlation present
in the channel. The N -fold increase in channel capacity can be exploited by appropriate
signaling schemes to create a spatial multiplexing system with very high data-rates.

We note that our capacity evaluation, which assumes uniform power allocation, is
based on the availability of instantaneous CSI at the receiver. Delayed CSI can degrade
MIMO performance considerably, but this is not a serious problem for indoor UWB
channels owing to their remarkable temporal stationarity. Unlike narrowband systems,
UWB systems generally cannot exploit CSI at the transmitter with optimal power allo-
cation schemes such as waterfilling, since the FCC regulations on UWB transmission
require the transmit power spectral density constraints to be met isotropically [18].
Therefore, the use of spatial shaping techniques is only permissible at the receiver.

Due to the expectation in (5.4), the channel capacity distribution becomes more and
more concentrated about the mean as the bandwidth increases, as seen from results
on the capacity of measured indoor channels in Figure 5.3(b). These observations can
be quantified in terms of the values of outage and ergodic capacity. For a random
channel, the q% outage capacity is the information rate guaranteed for (100-q)% of
the channel realizations, while the ergodic capacity is the average information rate over
the ensemble of realizations. Thus, an important consequence of the observations in
Figure 5.3 is that the outage capacity of the channel approaches its ergodic capacity as
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Figure 5.3 MIMO capacity of measured indoor LOS channels in the 3.1–10.6 GHz band.
(a) Capacity of NT × NR MIMO at 1% outage with UWB channel bandwidth W = 7.5 GHz.
(b) Capacity of N × N MIMO with W = 1 Hz (narrowband) and W = 4 GHz (UWB)
centered at fc = 8.5 GHz.

the channel bandwidth or MIMO array size increases, as reported in references [21,22].
In other words, the UWB MIMO channel has high reliability and stability, and the
availability of a large capacity is guaranteed in almost all of the channel realizations.

To further analyze the variance of capacity as a function of system dimensionality, we
introduce the coefficient of variation (CV) of channel capacity. The CV is a normalized
measure of dispersion of a distribution, evaluated as the ratio of the standard deviation
to the mean of a nonzero mean random variable. The CV is a useful measure in this
context because it is also the square-root of the amount of fading (AF) in the capacity of
the channel, which differentiates nonfading AWGN channels (AF → 0) from Rayleigh
fading channels (AF → 1). We find that the capacity CV of a narrowband LOS indoor
channel falls from 50% for a 1× 1 system to 20% for a 3× 3 system, and similarly, it
decreases from 50% for the narrowband channel to 4% for the 7.5 GHz UWB channel
under a SISO or 1× 1 system [21].

5.2.4 The role of multipath

We can make some interesting observations on the basis of the channel representations
in Section 5.2.1. In a narrowband Rayleigh fading channel, the capacity gain of an
NT × NR MIMO spatial multiplexing system is min {NT , NR} [2]. On the other hand,
in a multipath UWB channel with L resolvable MPCs, the gain is upper-bounded by
min {NT , NR, L} [2, 4, 23]. For a UWB system operating in a multipath-rich indoor
channel with a realistic MIMO array size, L � NT , NR . Thus, the MIMO capacity of
a UWB channel is limited only by the array configuration (NT and NR) and will scale
well with the array size. Also, the diversity gain of the UWB channel is bounded by
NT NR L [2], suggesting that the MIMO diversity gain can be significant only when NT

and NR are comparable to L , which is typically very large in UWB channels.
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Figure 5.4 Relation between the number of multipath components, L , and the N × N MIMO
capacity for the measured indoor LOS UWB channels with 7.5 GHz bandwidth. (a) The number
of MPCs, L , increases as the square of N and the expectation of

√
L/N remains approximately

constant. (b) The MIMO capacity scales linearly with
√

L when an N × N array is used.

Considering that indoor UWB channels experience rich multipath with tens of MPCs,
the above discussion suggests that the MIMO spatial multiplexing gain would increase
with NT and NR for practical array sizes smaller than L . Further information theoretic
analysis shows that in order for an N × N wideband MIMO system to sustain linear
capacity growth, L should increase quadratically with N [24]. The measurement-based
analysis in reference [25] demonstrates that typical indoor UWB MIMO channels do
meet this condition. We note from the experimental results in Figure 5.4 that due to the
stochastic nature of the UWB channel, the number of MPCs varies from realization to
realization, but the distribution of L stabilizes as the array size N increases. The expected
value of

√
L/N remains approximately constant for N = 1, 2, 3, which implies that the

number of MPCs grows as the square of the array size. This effect refers to the increased
number of transmitter–receiver propagation paths as the array size increases. As a result,
the capacity grows linearly with

√
L . We note that, as a consequence, the MIMO spatial

multiplexing gain in these measured UWB channels is linear with N owing to the
presence of sufficiently dense multipath.

5.2.5 Time-reversal prefiltering

Another way of exploiting rich multipath propagation in UWB MIMO channels is with
time-reversal (or phase-conjugation) prefiltering, with potential for improved reliabil-
ity, simplified receiver design, interference mitigation, high-resolution imaging, and
physical layer wireless security [26–30]. With origins in acoustics and oceanography,
time-reversal (TR) techniques can be used to achieve four-dimensional (4D) space-time
localization of the signal in a channel with a large bandwidth – delay-spread prod-
uct [31–33]. This condition is met by UWB channels, making it possible to use TR
schemes effectively [34, 35].
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Theoretically, TR arises as a consequence of the wave equation that describes the
propagation of an electromagnetic wave ψ with velocity v through a medium as

�2ψ − 1

v2

δ2ψ

δt2
= 0 .

Due to the second-order derivative, the wave equation is invariant with sign(t), leading
to the possibility of focusing the radiated wavefield back at the source at a single time-
instant with TR. The constructive interference of the wavefield at the target space-time
and destructive interference elsewhere provides the focusing gain.

TR fundamentally depends on the property of reciprocity in a UWB channel, which
states that the forward and reverse channels share the same transfer functions [35]. A TR
prefilter acts as a space-time matched filter and predistorts the transmitted signal with
a time-reversed copy of the forward channel impulse response. The transmitted signal
consequently converges within a small region around the receiver and within a timespan
that is significantly shorter than the channel delay spread. Consider a UWB multiple-
input single-output (MISO) system with N transmit antennas. The nth subchannel is
given by

hn(τ ) =
Ln∑

l=1

αn,l e
jφn,l δ(τ − τn,l ). (5.7)

Now assuming perfect CSI at the transmitter, we can apply an adaptive transmit filter,
gn , before the nth antenna. In a TR scheme, we have gn = h∗n(t0 − τ ), where t0 is a fixed
time-delay introduced to satisfy causality and (.)∗ denotes complex conjugation. If En

is the power allocated to the nth antenna and signal x(t) is transmitted, subject to the
constraint

∑N
n=1 En = 1, the received signal is

y(t) =
N∑

n=1

√
Enrhh(τ − t0) ∗ x(t)+ w(t), (5.8)

where w(t) is zero-mean additive white Gaussian noise. Here,

rhh(τ − t0) = hn(τ ) ∗ h∗n(t0 − τ ) (5.9)

is the autocorrelation function of the channel, hn(τ ), and now serves as the effective
downlink channel due to the TR scheme.

The results in Figure 5.5(a), obtained with indoor propagation measurements, show
that the impulse response of a TR UWB channel is substantially localized within a small
temporal support. While the 25 MHz wideband channel also experiences a temporal
focus due to TR, the 7.5 GHz UWB channel measured in the same environment (and
thus, with the same delay spread) has a much more pronounced peak at the intended
time-instant. The energy of the TR channel, which is an even function of τ (Figure 5.5),
is concentrated in the tap corresponding to the time-instant t0. The time-instant of focus
can be determined on the basis of the delay spread of hn(τ ) as a design strategy.

TR relies heavily on dense multipath, which creates virtual sources in the environment
that act like a sparse, distributed virtual antenna array. With appropriate phase weighting
achieved by coherent TR transmission, the signals from this virtual array converge at
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Figure 5.5 The power-normalized time-reversed downlink channel, rhh(τ ), which is the temporal
autocorrelation function of the standard channel, h(τ ), with bandwidth W and N transmit
antennas, obtained from the measured LOS channel in Figure 5.1. The effect of (a) bandwidth
and (b) array size on the time-reversed channel impulse response is shown.

the desired focal point in space-time. Thus, for TR systems, the higher the random
scattering in the medium, the greater is the focusing gain. We note that under sufficient
multipath, significant focusing can be achieved even with a single physical transmit
antenna, as demonstrated in Figure 5.5(a). The focusing is perfect if all of the numerous
waves propagating from the source are captured by a time reversal mirror that encloses
the source, such as in a chaotic cavity, leading to a focal point of infinitesimal radius
with TR. Otherwise, the focusing is diffraction-limited and the point-spread function
is not concentrated at the source but spread around it [36]. In a realistic propagation
environment, only a fraction of the transmitted energy reaches the receiver after scat-
tering. In such a situation, a multiple-antenna array at the transmitter can be used to
create a TR mirror and increase the focusing [37], but the improvement is not expected
to be significant in UWB channels with large delay spread and angular spread [33, 35].
Our results in Figure 5.5(b) show that an N -antenna transmitter increases the energy
focusing capability due to the array gain and off-focus signal suppression, but the effect
is not very dramatic.

There are several important consequences of TR signalling for UWB systems. It
provides power gain and diversity gain in addition to spatiotemporal concentration of
received signal energy. The power gain can be consequential toward improving the
reliability of UWB links that are typically power-limited due to regulatory constraints
on emission levels. By shortening the effective channel impulse response through TR,
we can use a much smaller number of receiver taps and reduce receiver complexity. The
space-time focusing of energy ensures that it would reach only the intended receiver,
lowering the probability of interception by unintended receivers and providing a wireless
link with security at the physical layer level. Another aspect of spatiotemporal focusing
is the reduction in interference caused to other radio devices sharing the medium, which
is also important for the coexistence of multiple radio links within the same environment.
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5.2.6 Summary

The analysis of UWB MIMO systems in this section has highlighted some of its key
potential applications and promise for future wireless communications. The large fre-
quency selectivity and dense multipath in indoor UWB propagation channels leads to
sufficient spatial decorrelation at a small distance, typically of the order of 4 cm. As a
result, it is possible to design compact MIMO arrays and use MIMO spatial multiplexing
and diversity schemes effectively. Our results show that the amount of fading correla-
tion at a given distance does not vary appreciably with the UWB channel bandwidth,
but decreases as the center frequency increases. The antenna array for a multiband
UWB system must therefore be designed according to the worst-case antenna separation
requirements that correspond to the lowest operating subband. Our information theoretic
and experimental analysis shows that MIMO spatial multiplexing can provide virtually
unlimited capacity scaling in a UWB channel. A significant effect of bandwidth on
MIMO capacity is that the capacity variance falls rapidly with the channel bandwidth,
with the result that the outage capacity of a UWB channel approaches its ergodic capac-
ity. Our analysis of time-reversal prefiltering reveals that UWB channels are particularly
well suited to such a transmission scheme, and remarkable spatiotemporal focusing is
obtained with applications in secure communications, imaging, and localization. How-
ever, the improvement in the time-reversal focusing gain with MISO array size is only
marginal, since the large number of scatterers in the channel already act as a considerably
dense time-reversal mirror. Our analysis thus shows that MIMO is an effective strategy
for boosting the performance of UWB communication systems.

5.3 MIMO for 60 GHz systems

We now consider MIMO techniques for 60 GHz systems, another promising area in high-
rate wireless communications. Triggered by the international release of up to 7 GHz of
unlicensed spectrum in this frequency band, 60 GHz communications have attracted
enormous attention over the last few years. With potential data rates of multiple Gbps,
the 60 GHz band is one of the strongest competitors for next-generation short-range
wireless services.

On the downside, the potential of 60 GHz communications is to some degree ham-
pered by channel characteristics that impose tremendous challenges for system design
and operation. In addition to high free-space path loss, the signal attenuation caused
by oxygen absorption and reflections from, or penetration through objects, has been
reported to be substantially higher at 60 GHz than, say, in the 2.4 or 5 GHz WiFi bands
(see references [38–42] and therein). Coupled with weak diffraction [39], these propa-
gation characteristics imply a high sensitivity of 60 GHz communications to shadowing
or LOS obstruction. For example, human body blockage can lead to a dramatic drop
of more than 20 dB in received signal power [43]. Adaptive antenna array solutions,
offering high antenna gain coupled with the flexibility of steerable beams, are generally
considered essential to overcome these adverse channel conditions (e.g., see [40–42]).
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Small form factors of 60 GHz RF components and antennas open up the possibility to
integrate multiple 60 GHz antennas even into small devices.

In the following sections, we review the characteristic properties of 60 GHz channels
and discuss some important implications for transceiver design.

5.3.1 MIMO channel model

Despite several standardization efforts for 60 GHz communications (e.g. [44–46]), a
generic MIMO channel model for this frequency band is not yet available. However,
recently there has been considerable activity within the IEEE Task Group TGad towards
developing such a model for next-generation 802.11ad WiFi systems [46]. The TGad
model captures the space-time characteristics of 60 GHz channels, including azimuth
and elevation information at transmitter and receiver [47]. This model is therefore
suitable for MIMO communications and overcomes some of the limitations of earlier
60 GHz channel models such as the IEEE 802.15.3c model [42,48], which is restricted to
single-antenna transmitters and azimuth characteristics. TGad has adopted a statistical
approach with clustering in the time and angular domains to describe the channel, where
the cluster statistics are extracted from measured and ray-tracing data [47, 49]. At the
time of writing, TGad’s channel modelling efforts were making good progress. Please
check the IEEE 802.11ad website [46] for updates.

For the 60 GHz results presented in this chapter, we have adopted a coherent 3D
ray-tracing approach, some details of which can be found in references [50,51]. Channel
ensembles were obtained for the propagation environment described in reference [51],
assuming a link budget ρ = 8.3 dB at a reference distance of 3 m with parameters
described in reference [50]. For the sake of generality, ideal half-wavelength dipole
antennas with vertical alignment were used instead of application-specific 60 GHz
antennas. Furthermore, we assume OFDM with M = 64 subcarriers.

5.3.2 Spatial correlation

Unlike UWB channels (see Section 5.2.2), 60 GHz channels are characterized by non-
rich multipath and thus, the spatial correlation can be expected to be comparably high.
As already pointed out in Section 5.2.2, spatial correlation is known to reduce the
capacity of MIMO channels [52, 53] and is therefore a critical factor for the system
performance. Numerical results in this section will quantify the correlation as a function
of antenna separation. To this end, ray-tracing simulations were carried out between a
single-antenna transmitter at a fixed location and a single-antenna receiver placed on
all points of a squared grid with regular grid point spacing. The grid was aligned such
that its rows are parallel (range direction) and its columns are orthogonal (cross-range
direction) to the LOS path or, in case of obstruction, the virtual LOS path.

Figure 5.6 shows the normalized squared channel magnitude for a 10λc × 10λc grid
of receiver positions with λc/8 grid point spacing and LOS conditions. Interestingly, the
plot exhibits a fairly regular interference pattern with two main components: one set of
peaks and troughs is almost aligned with the vertical axis, whereas the second set occurs
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Figure 5.6 Fading map and magnitude of the spatial complex correlation coefficient in 60 GHz
LOS channel. The fading map shows the normalized squared channel magnitude on the central
subcarrier in dB. Before conversion into the logarithmic domain, the squared channel
magnitudes were normalized such that the average across all grid points is unity. Similar plots
can be obtained for other subcarriers.

on a diagonal that is rotated against the horizontal axis by about 30◦ in a clockwise
direction. In fact, this regularity is caused by a small number of significant MPCs. To
show this, we extracted the p strongest MPCs from the ray-tracing CIRs and plotted the
corresponding fading map. Even for values as low as p = 3, the pattern bears a strong
resemblance to Figure 5.6. It should also be mentioned that we found this to be the case
not only in LOS situations with a strong direct path, but also when the LOS compo-
nent is obstructed. Due to space limitations, the corresponding results are not included
here.

The few aforementioned strong MPCs also dictate the behavior of the spatial correla-
tion function and lead to exceptionally high correlation. Following the approach of [20],
we estimated the complex correlation coefficients for both range and cross-range direc-
tion and plotted their absolute values on the left side and below the fading map in
Figure 5.6. It can be seen that the correlation falls off only slowly and is approximately
symmetric for negative and positive offsets. Figure 5.6 clearly shows that the periodicity
of both correlation functions matches that of the interference pattern in the correspond-
ing direction. Specifically, it can be seen that the oscillations in the range direction are
much more rapid than in the cross-range direction. This can be attributed to the fact that
the rate at which peaks and troughs of the interference pattern are encountered when
moving in a range direction is much higher. Our results show that the spatial corre-
lation properties are highly dependent on the antenna array orientation. Generally, the
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Figure 5.7 Magnitude of the spatial complex correlation coefficient in 60 GHz channels.

orientation with the lowest correlation will not coincide with the range or cross-range
direction, but is rather determined by the dominant MPCs at the location of interest.

Range and cross-range correlation for typical 60 GHz channels with or without LOS
conditions over larger distances are shown in Figure 5.7. As mentioned in Section 5.2.2,
a channel is usually considered decorrelated once the correlation function remains below
0.5. It can be seen that even at large distances of up to 40λc, or equivalently, 20 cm,
the correlation coefficient is still around, or even above this critical value. Due to the
presence of a dominant direct path, the oscillations of the correlation function in the
LOS case are less pronounced than those in the NLOS case, where local minima tend to
be lower. In contrast to these results, the spatial correlation at lower carrier frequencies
falls off much more quickly. For example, we have seen in Section 5.2.2 that in the UWB
frequency band 3.1–10.6 GHz, the correlation typically drops below 0.5 within about
4 cm from the reference point.

5.3.3 Beamforming

Due to the exceptionally high propagation, penetration, and reflection losses at 60 GHz,
beamforming (BF) solutions are foreseen as one of the enabling technologies for
millimeter-wave communications. In fact, smart antenna technology is a prerequisite in
current and upcoming 60 GHz standards including WirelessHD, ECMA-387, and IEEE
802.11ad [44–46]. Instead of reviewing the specific BF protocols of these standards,
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Figure 5.8 General structure of a MIMO-OFDM system with joint transmit and receive BF:
(a) subcarrier-wise BF and (b) symbol-wise BF [54] ( c© 2009 IEEE).

we will focus on two general classes of BF strategy, namely subcarrier-wise and symbol-
wise BF. These two classes provide us with a benchmark for practical BF algorithms. In
fact, subcarrier-wise BF represents the upper performance bound for any OFDM-based
BF scheme. In the following, we will exclusively consider the case where both terminals
perform BF.

5.3.3.1 Subcarrier-wise beamforming
The natural BF approach in OFDM systems is to use separate narrow-band beamformers
per subcarrier as shown in Figure 5.8(a). Due to the subcarrier-wise processing, the BF
operations need to be carried out prior to OFDM modulation (IDFT) at the transmitter
and after OFDM demodulation (DFT) at the receiver. Consequently, antenna weights
need to be computed for each subcarrier and separate M-point DFTs are required per
antenna element [54]. Although the DFT can be efficiently implemented via the fast
Fourier transform, the overall computational complexity is still prohibitive for practical
high-rate 60 GHz radios, where low processing delays are crucial to support sampling
rates that may well reach several GHz per second. Additionally, stringent requirements
for low implementation cost and power consumption call for low-complexity solutions.
Furthermore, the required feedback of M transmit BF vectors to the transmitter leads
to undesirable reductions in spectral efficiency – particularly when a large number of
subcarriers is used.1

Before we embark on symbol-wise BF – an approach that is significantly less demand-
ing in its computational and feedback requirements – let us review the optimal subcarrier-
wise BF solution. Assuming perfect OFDM symbol timing and sufficient cyclic prefix
(CP) length, the received symbol on subcarrier n = 0, 1, . . . , M−1 can be written as

1 Throughout this chapter, we assume that the BF vectors are computed at the receiver.
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(e.g., see reference [54])

yn = √ρ u†
nHnvn xn + u†

nwn, (5.10)

where Hn is a shorthand notation for H ( f = n� f ), � f denotes the subcarrier spacing,
and wn ∼ N (0, I). We assume that the zero-mean data symbols xn ∈ C have average
power μn , where the constraint

∑M−1
n=0 μn ≤ M ensures that the available transmit power

per OFDM symbol is not exceeded. Furthermore, vn ∈ C
NT×1 and un ∈ C

NR×1 denote
the unit-norm transmit and receive BF vectors on subcarrier n. From (5.10), the post-BF
average received SNR on the nth subcarrier is found as [55]

SNRn(un, vn, μn) =
Exn

{∣∣√ρ u†
nHnvn xn

∣∣2}
Ewn

{∣∣u†
nwn

∣∣2} = ρμn

∣∣u†
nHnvn

∣∣2. (5.11)

For a given power allocation μn , (5.11) is maximized when vn is chosen as the dominant
eigenvector of H†

nHn and un = αHnvn , where α is a normalizing constant [55]. Com-
putation of the optimal vectors un and vn is highly complex, requiring a separate eigen-
decomposition per subcarrier. The resulting SNRn is given by SNRn(μn) = ρμnλmax,n ,
where λmax,n denotes the largest eigenvalue of H†

nHn . Note that this solution also maxi-
mizes the mutual information (MI) of the (beamformed) OFDM channel [7]

IBF(un, vn, μn) = 1

M

M−1∑
n=0

log2 (1+ SNRn(un, vn, μn)) (5.12)

over un and vn . This BF solution will henceforth be referred to as maxMIsc BF, but is
also known as dominant eigenmode transmission or maximum ratio transmission and
combining [2]. Note that in the case of an equal power (EP) allocation μn = 1, (5.12)
can also be obtained by combining (5.3) and (5.4), evaluated for the effective SISO
channels u†

nHnvn . Under perfect CSI at the transmitter, the optimal μn are given by the
WF power allocation (see Section 5.1).

5.3.3.2 Symbol-wise beamforming
Due to their simplicity, BF in the analog domain and in particular phased-array BF [56]
are much better suited for low-complexity implementations than subcarrier-wise BF. In
the context of OFDM systems, these BF approaches fall into the class of symbol-wise
BF [54]. This name highlights the fact that the transmit and receive weight vectors u and v
are kept fixed for the entire OFDM symbol, or equivalently, across all M subcarriers [54].
Mathematically, symbol-wise BF can be regarded as a special case of subcarrier-wise
BF, corresponding to un = u and vn = v for all n [54]. With this substitution, (5.10) to
(5.12) are therefore still valid for symbol-wise BF.

A major advantage of symbol-wise BF is that only a single OFDM (de)modulator
is required per terminal [54] as shown in Figure 5.8(b). In terms of the number of
DFTs, this scheme is therefore on a par with OFDM-based single-antenna systems. In
addition to the computational savings, the feedback is reduced significantly: only one
vector v rather than M vectors vn needs to be sent back to the transmitter [54]. On
the downside, symbol-wise BF incurs a performance loss due to its reduced degree of
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freedom (compared to subcarrier-wise BF) [54]. However, our computer simulations
in Section 5.3.4 demonstrate that this loss is comparably small in typical 60 GHz
channels.

The optimization of symbol-wise BF is a highly challenging task. The joint opti-
mization of u and v was first tackled in reference [57], where the maximization of the
average pair-wise code word distance leads to an iterative algorithm that relies on alter-
natively solving a pair of coupled eigenproblems. In reference [54], symbol-wise BF
was later extended to the case with co-channel interference by maximizing the signal-to-
interference-plus-noise ratio at the input of the OFDM demodulator. In fact, the resulting
iterative solution maxSINRsym contains the algorithm of reference [57] as a special case.
The authors of reference [58] adopted a maximum mutual information criterion, leading
to the algorithm maxMIsym. While the more involved nature of this metric rules out a
solution as simple as maxSINRsym, reference [58] proposes a gradient-based update of
u and v. It should be stressed that all three algorithms have been reported to converge
rapidly [54,57,58]. Also note that, regardless of the optimization metric, the aforemen-
tioned reduced degree of freedom is responsible for non-convex optimization problems
that are analytically intractable. Furthermore, the joint optimization of BF vectors and
power allocation is intractable – unlike in the subcarrier-wise BF case, where these
optimization problems decouple.

5.3.4 Receiver performance

This section aims to assess the ultimate capabilities of different antenna-array-based
techniques for 60 GHz communications. We will shed some light on what amount of
multiplexing gain is typically available in 60 GHz channels and address the question of
whether practical antenna spacings are sufficient to exploit this gain. Furthermore, we
will explore the potential of subcarrier-wise and symbol-wise BF. Performance will be
assessed in terms of mutual information.

Figure 5.9 shows the complementary cumulative distribution functions of the mutual
information for an ensemble of 2× 2 channels with mixed LOS and NLOS conditions
and 20λc antenna spacing. The curves correspond to the MIMO channel capacity (see
Section 5.1) and the mutual information for subcarrier-wise BF according to (5.12), both
obtained for the optimal WF power allocation. Furthermore, the performance of a SISO
system using an EP allocation is shown as a reference. Interestingly, Figure 5.9 reveals
that maxMIsc BF almost achieves the capacity of the considered 60 GHz MIMO channel,
indicating that only little multiplexing gain is available. Particularly for probabilities
greater than 0.7, the maxMIsc and MIMO WF curves virtually coincide. Note that
this high-probability region corresponds to data rates that can be supported with high
reliability or, equivalently, few outages. Our results demonstrate that MIMO techniques
can greatly boost the reliability of 60 GHz communications.

The observed small multiplexing gain is in line with the exceptionally high spatial
correlation reported in the previous section and can be attributed to the eigenvalue profile
of the channel. To further illuminate this behavior, Figure 5.10 shows the histogram of
the ratio λn,2/λn,1, where λn,1 and λn,2 denote the largest and the second eigenvalues on
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Figure 5.9 Distribution of the mutual information for 2× 2 60 GHz channels with 20λc antenna
spacing at ρ0 = 8.3 dB.
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Figure 5.10 Histogram of eigenvalue ratio λn,2/λn,1 for 2× 2 60 GHz channels with different
antenna spacings. The histograms were obtained from the eigenvalue ratios for all subcarriers
and channel realizations. The area under the histograms is normalized to unity.

subcarrier n. Ratios close to one imply eigenmodes of similar strength and hence, high
multiplexing gain. It can be seen that the ratio stays well below unity for the vast majority
of channels, indicating a considerably weaker second eigenmode. Furthermore, it can be
observed that increasing the antenna spacing from 1 to 10 or even 20λc does not result
in any significant shift of the eigenvalue profile towards unity. Analogous observations
can be made from Figure 5.11, which shows that the distributions of the MIMO capacity
for 1 and 20λc antenna spacing practically coincide.

Given that even antenna spacings as large as 20λc provide negligible multiplexing
gain, it can be concluded that 60 GHz devices with reasonable/practical antenna spac-
ings are generally unsuitable for spatial multiplexing. Note, however, that in the special
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Figure 5.12 Distribution of the mutual information for 60 GHz channels and different array sizes.

case, where transmission occurs over short distances with LOS conditions, spatial mul-
tiplexing in conjunction with polarization diversity can still give good performance [59].
Rather than relying on rich multipath propagation, this approach takes advantage of the
multipath sparsity and weak polarization mixing. The interested reader is referred to
reference [59].

To investigate the potential of symbol-wise BF for 60 GHz communications,
Figure 5.12 compares the performance of maxMIsym and maxMIsc BF, using three
or five antennas at each link end. Since the optimal power allocation is not known in the
symbol-wise BF case (see Section 5.3.3), all BF results in Figure 5.12 were obtained for
a uniform power allocation.2 The algorithm maxMIsym was initialized as proposed in

2 Note, however, that simulation results for subcarrier-wise BF have shown that the gain due to the optimal
WF allocation is typically minor, which can be attributed to high SNR of the beamformed channels.
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reference [58]. For reference, the distribution of the MIMO WF capacity is also shown.
As noted earlier, maxMIsc performs very close to this upper performance limit, indicat-
ing the availability of only little multiplexing gain. It can also be seen from Figure 5.12
that, despite its considerably lower complexity, the performance loss of maxMIsym rela-
tive to maxMIsc is only small. For probabilities larger than 0.8, i.e. in the high-reliability
region, the gap is less than 0.35 bps/Hz in the 3× 3 case, and less than 0.5 bps/Hz in
the 5× 5 case. It should also be mentioned that the curves for maxSINRsym have been
omitted, as they practically coincide with the maxMIsym curves.

5.3.5 Summary

Our results have revealed that 60 GHz MIMO channels typically offer only small mul-
tiplexing gain. However, we have also found that BF approaches promise significant
performance and reliability improvements over single-antenna systems and in fact, have
the potential to almost achieve the capacity of the MIMO channel. Unfortunately, the
computational complexity arising from the subcarrier-wise processing of the optimal
BF scheme maxMIsc is prohibitive for practical 60 GHz transceivers. A much better
tradeoff between complexity and performance is achieved by symbol-wise BF, render-
ing this approach ideal for 60 GHz communications. Compared to subcarrier-wise BF,
the performance degradation of the algorithms maxMIsym and its lower-complexity
counterpart maxSINRsym was found to be only small.

In practice, a simple search over finite codebooks of transmit and receive BF vec-
tors often replaces the joint and explicit computation of the optimal vectors. This
approach is particularly useful for the (periodic) antenna weight training and has,
for example, been adopted in WirelessHD and ECMA-387 [44, 45]. Tracking of the
BF vectors (e.g., by means of adaptive algorithms [56]) can then achieve fine adjust-
ments and provides resilience against small channel perturbations. Both WirelessHD and
ECMA-387 include tracking protocols [44, 45]. Assessing the performance of such BF
protocols/codebooks/algorithms against the upper bounds obtained with maxMIsym or
maxSINRsym can greatly assist the design and evaluation process.

5.4 Conclusion

We have analyzed the feasibility of MIMO techniques for UWB and 60 GHz systems.
Armed with the MIMO technology, these systems have the potential to offer some of
the highest possible wireless data-rates. By experimentally investigating the propagation
characteristics and information theoretic capacity gains of UWB and 60 GHz MIMO
channels, we have determined the utility of MIMO techniques for these specialized
systems. Our analysis shows that the coherence distance in indoor UWB channels
(3.1–10.6 GHz band) is only a few centimeters, and the spatial correlation decays
rapidly with distance due to rich multipath. However, the same is not true for 60 GHz
channels with quasi-optical propagation characteristics and large, oscillatory spatial
correlation functions. As a consequence, MIMO spatial multiplexing can provide a large
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multiplexing gain and boost the achievable data-rates in UWB systems, but not in 60 GHz
systems. On the other hand, beamforming is more advantageous in 60 GHz systems and
can almost achieve the MIMO channel capacity. The lack of significant spatial fading in
UWB and 60 GHz channels suggests that polarized MIMO antenna arrays can be used
effectively in both types of system. These theoretical and practical insights will assist
in the development of algorithms and devices for future high-performance UWB and
60 GHz systems.
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6 ZigBee networks and low-rate UWB
communications
Zafer Sahinoglu and Ismail Guvenc

In this chapter, technologies and standards for low data rate communication systems
for wireless personal area networks (WPANs) and wireless sensor networks (WSNs)
are discussed. First, ZigBee technology based on the IEEE 802.15.4 standard, and then
low-rate UWB technology based on the IEEE 802.15.4a standard are reviewed. Finally,
some of the related standards that are being developed by IEEE 802.15 working groups
(WGs) are summarized.

6.1 Overview and application examples

Together with the recent advances in radio frequency (RF) and MEMS integrated cir-
cuit technologies, wireless sensors are becoming cheaper, smaller, and more capable.
Through WSNs, a wealth of new applications are becoming possible, including surveil-
lance, building control, factory automation, and in-vehicle sensing [1]. In the near
future, we will observe that buildings, furniture, cars, streets, highways, etc. will all
comprise WSNs. The Wireless World Research Forum (WWRF) envisions that by the
year 2017 about 7 billion people in the world are expected to be using 7 trillion wireless
devices, and the majority of these devices will be short-range wireless devices including
small-size, low-power, low-complexity WSNs [2]. In order to provide a better picture
of potential WSN applications, recent example applications in the literature are listed in
Table 6.8 towards the end of the chapter.

WSNs may be typically deployed in large numbers and the network may need to
operate for an extensive duration on the same battery. Therefore, key requirements for
WSN transceivers include low-cost sensor nodes, small form factors, and low energy
consumption. Moreover, resilience to interference and multipath fading effects, support
for variable data rates, and highly accurate geolocation capability are three other attrac-
tive features for WSNs [1]. Two of the recent candidates carrying these characteristics
are ZigBee and IEEE 802.15.4a.

The ZigBee standard was completed in 2004, and it has numerous features to enable
reliable communications in harsh channel environments and interference conditions,
including [3]:

� self-healing: dynamically updates connections between different devices in order to
prevent route failures;
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� self configuration: detects addition of a new device into the network, and continuously
updates and optimizes the best paths in the network; the network hence can handle
tasks with minimal human intervention;

� low-power operation: reduces interference from other nodes; enables longer battery
life and hence longer network time;

� mesh networking: offers flexibility and scalability by allowing path formation between
nodes in the network;

� redundancy: due to the availability of a large number of devices in the network that
can interconnect to each other, less downtime is guaranteed.

Availability of multiple channels, frequency agility, and robust modulation options
help ZigBee networks to cope with interference and harsh channel conditions. A nar-
rowband direct sequence spread spectrum (DSSS) PHY is utilized in the IEEE 802.15.4
standard, which provides resilience against interference via spreading a transmitted
waveform over a spreading sequence.

ZigBee has gained popularity for use in numerous personal, commercial, industrial,
and military applications. A short list of some of the applications is as follows [3–5]:

� home networking and control: controlling TV, VCR, DVD, mouse, keyboard, etc.;
� building automation/control: lighting control, access control, and security;
� industrial plant monitoring: asset management, process control, environmental energy

management;
� interactive toys;
� automated remote meter reading: fast/accurate gathering of meter readings;
� healthcare: through in-home patient monitoring, patients receive high-quality and

low-cost care in comfort of their homes.

ZigBee Alliance [6], which is a non-profit association of more than 300 member com-
panies promoting the worldwide adoption and development of the ZigBee technology,
currently specifies six different public profiles for ZigBee networks: (i) ZigBee Smart
Energy, (ii) ZigBee Remote Control, (iii) ZigBee Home Automation, (iv) ZigBee Per-
sonal Healthcare, (v) ZigBee Building Automation, and (vi) ZigBee Telecommunication
Services. These public profiles are used by manufacturers for implementing devices that
can communicate with devices from other vendors (e.g., a switch from one manufacturer
can work with the light fixture from another manufacturer), and the resulting products
are tested and certified for conformance to a certain profile.

As an amendment to the IEEE 802.15.4 standard, low-rate ultrawideband (UWB) was
standardized in 2007 under the IEEE 802.15.4a. Compared to the ZigBee technology,
which uses a narrowband DSSS based PHY, UWB offers important advantages due
to the utilization of extremely large bandwidths, such as robustness against multipath,
lower transmission powers in a given frequency band (mandated by a spectral mask, e.g.,
by FCC in the USA), and highly accurate localization capability.

Unlike ZigBee networks, the localization capability of impulse radio ultrawideband
(IR-UWB) systems enable applications where high-accuracy position estimation is
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Table 6.1 Key real-time localization systems (RTLS) applications, ranges, and accuracy requirements [7].

Core RTLS applications Range (m) Accuracy (cm)

High-value inventory items (warehouses, ports, motor pools, manufacturing
plants)

100–300 30–300

Sports tracking (NASCAR, horse races, soccer) 100–300 10–30
Cargo tracking at large depots 300 300
Automobile dealerships and heavy equipment rental establishments 100–300 300
Key personnel in office/plant facility 100–300 15
Children in large amusement parks 300 300
Pet/cattle/wildlife tracking 300 15–150

Niche commercial markets
Robotic mowing and farming 300 30
Supermarket carts (matching customers with advertised products) 100–300 30
Vehicle caravan/personal radios/family radio service 300 300

Military applications
Military training facilities 300 30
Military search and rescue: lost pilot, man-overboard, Coast Guard rescue

operations
300 300

Army small tactical unit friendly forces situational awareness 300 30

Civil government / safety applications
Tracking guards and prisoners 300 30
Tracking firefighters and emergency responders 300 30
Anti-collision system: aircraft/ground vehicles 300 30
Tracking miners 300 30
Aircraft landing systems 300 30
Detecting avalanche victims 300 30
Locating RF noise and interference sources 300 30
Extension to LoJack vehicle theft recovery system 300 300

required. Some of the key high-precision localization applications using UWB have
been documented during the progress of the IEEE 802.15.4a standard, and these are
summarized in Table 6.1 along with their operational ranges and accuracy require-
ments [7].

In recent years, IEEE have launched new task groups for low data rate applications,
namely IEEE 802.15.4e, IEEE 802.15.4g, and IEEE 802.15.4f. The IEEE 802.15.4e task
group (TG) is developing a MAC layer amendment to the IEEE 802.15.4-2006 standard,
and it intends to support factory automation and control applications with stringent
latency and reliability requirements. The IEEE 802.15.4g TG is developing a physical
(PHY) layer technology to support utility applications. Typically, each IEEE 802.15.4g
device will be integrated into a smart meter, and be capable of forwarding at least 40 KB
data per day from a meter to a utility backbone [8]. The IEEE 802.15.4f TG is defining
a new physical layer, and also enhancements to the IEEE 802.15.4-2006 MAC layer to
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Figure 6.1 Illustration of the network topologies supported by the ZigBee: (a) star topology;
(b) tree topology; (c) mesh topology.

support active radio frequency identification (RFID) applications and real-time-location
systems. An overview of these standards is provided later in this chapter.

6.2 ZigBee

The ZigBee network supports star, tree, and mesh network topologies (Figure 6.1). In the
star configuration, end devices directly communicate with a ZigBee coordinator, which
is responsible for initiating and maintaining devices on the network. In the tree-based
setup, data is routed in the network via routers using a hierarchical routing strategy. In
mesh networks, communication is peer-to-peer, and not restricted to hierarchical routing.

The underlying medium access mechanism for ZigBee is a carrier sense multiple
access with collision avoidance (CSMA-CA). Even though the media access is con-
tention based, an optional superframe structure provides time slots for devices with
time-critical data. An overview of the IEEE 802.15.4 PHY and MAC is given in Section
6.2.1 and Section 6.2.2.

6.2.1 Channel allocations in ZigBee and IEEE 802.15.4

The frequency bands and corresponding data rates the IEEE 802.15.4 radio supports are
given in Table 6.2. 2400–2483.5 MHz is the only unlicensed spectrum that is available
worldwide with no limitations on transmit duty cycle, as long as the 6 dB bandwidth
is larger than 500 KHz and the maximum spectral density is +8 dBm/3 KHz [9]. This
spectrum is considered as the primary band for IEEE 802.15.4 and ZigBee, with a total
of 16 available channels. On the other hand, there are 10 channels in the 915 MHz band
and only 1 channel in the 868 MHz band. Center frequencies for these channels in MHz
can be determined as follows:

F (868)
c (k) = 868.3, for k = 0,

F (902)
c (k) = 906+ 2(k − 1), for k = 1, 2, . . . , 10,

F (2400)
c (k) = 2405+ 5(k − 11), for k = 11, 12, . . . , 26, (6.1)
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Table 6.2 Available frequency bands for IEEE 802.15.4.

Frequency band (MHz) Modulation Bit rate (Kbps) Number of channels Regions

868–868.6 BPSK 20 1 Europe
902–928 BPSK 40 10 USA

2400–2483.5 O-QPSK 250 16 Global

Figure 6.2 Illustration of the IEEE 802.15.4 superframe structure for the beacon-enabled mode.

where F (i)
c (k) denotes in units of MHz the center frequency of the kth channel within

the i th frequency band. The 868 MHz and 915 MHz bands employ binary phase shift
keying (BPSK) with differential encoding for data modulation, whereas the 2400 MHz
band employs orthogonal QPSK (O-QPSK) modulation.

6.2.2 Data transmission methods in ZigBee and IEEE 802.15.4

The IEEE 802.15.4 specifies an optional superframe structure as shown in Figure 6.2.
A particular configuration of the superframe is defined by the network coordinator,
and then announced to the network devices via a periodically broadcast beacon. The
superframe comprises an active period that is called superframe duration (SD) and an
inactive period. Two parameters, namely, beacon order (BO) and superframe order (SO),
determine the lengths of a beacon interval (BI) and the SD, where

BI = 960× 2BO symbols

SD = 960× 2SO symbols (6.2)

The SD is divided into 16 equal-length time slots. The beacon is transmitted within
the first time slot. The remaining slots form a contention access period (CAP) and a
contention free period (CFP).

The CSMA-CA algorithm is used before transmitting a data frame within the CAP
according to IEEE 802.15.4. If the personal area network (PAN) is operating in a
beacon-enabled mode, then CSMA-CA is employed within the CAP of the superframe.
In a nonbeacon mode, devices transmit their data using the unslotted CSMA-CA as
summarized in Figure 6.3.
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Figure 6.3 Flowchart of the slotted CSMA-CA and unslotted CSMA-CA channel access
mechanisms in the IEEE 802.15.4 (adapted from reference [10]).

Since CFP is for applications requiring deterministic channel access, the coordinator
may dedicate up to seven slots during CFP, referred to as guaranteed time slots (GTSs).
The CFP always appears after the CAP.

A coordinator that does not wish to use a superframe structure (referred to as the
nonbeacon-enabled network) sets the BO and SO parameters to 15. In this case, no
beacon is transmitted, and devices in the network use an unslotted CSMA-CA channel
access mechanism.

Each device maintains three variables for each transmission attempt according to the
CSMA-CA algorithm in general. Let NB, CW, and BE denote the number of times to
backoff per each transmission, contention window length, and the backoff exponent,
respectively. The CW is only used for slotted CSMA-CA, and it defines the number
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of backoff periods that need to be clear of channel activity prior to transmission. The
BE is related to the number of backoff periods a device must wait before assessing a
channel.

6.2.2.1 Unslotted CSMA-CA
The backoff period boundaries are aligned with the superframe slot boundaries. An
unslotted CSMA-CA algorithm is illustrated in Figure 6.3. The MAC sublayer first
initializes NB and BE and waits for a random number of complete backoff periods.
Then, the PHY performs clear channel assessment (CCA). If the channel is assessed as
idle, the transmission commences. Otherwise, the NB is increased by one, BE is adjusted,
and then the CCA is repeated after another random wait time.

We now look into the performance of unslotted CSMA-CA-based IEEE 802.15.4
networks. Assume that fixed-size packets of length Ttx are generated at each device in
a network of size N according to a Poisson process with rate λ. A packet is transmitted
upon its generation, if the channel is free. Otherwise, it is relegated to a queue. Let
α denote the probability that the channel is busy at the CCA. An analytical method
is developed in reference [11] to analyze unslotted CSMA-CA by modeling device
behavior by the busy cycle of the M/G/1 queuing system [12] with assumptions that
service time is independent and identically distributed. When a packet is discarded after
M + 1 failed attempts at CCA, the packet loss rate is given by

Ploss = αM+1 . (6.3)

Indeed, in reference [11], α is given in terms of Ploss as

α = (N − 1)(1− Ploss)�̂(TCCA + Ttx + 2Tturn + Tack)

1/λ+ �̂ D̂HoL

, (6.4)

where TCCA is the interval for performing CCA, Tturn is the turnaround time, Tack is the
length of the acknowledgment frame, and �̂ = 1/(1− λ(Ttx + 2Tturn + Tack + D̂HoL)) is
the expected number of packets served in the busy period of the M/G/1 queuing system.
The term D̂HoL is the expected waiting time defined as the duration from the time the
packet arrives at the head of the queue to the time before its transmission, which is given
by

D̂HoL =
M∑

v=0

αv(1− v)

{ v∑
i=0

Wi − 1

2
b + (v + 1)TCCA

}

+ αM+1

{ M∑
i=0

Wi − 1

2
b + (M + 1)TCCA

}
, (6.5)

where b is the length of a backoff slot and Wi the contention window size for the i th
retry given by Wi = min{2jmacMinBE,macMaxBE}. The default value of macMinBE
is five for ZigBee to provide better joining performance at times when many devices are
responding to the same beacon request.
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6.2.2.2 Slotted CSMA-CA
The backoff period boundaries of different devices are not related in time to one another.
The MAC sublayer initializes NB and BE, and then waits for a random number of
complete backoff periods. The initial value of BE depends on whether battery life
extension is required. The MAC sublayer is responsible for ensuring that the remaining
CSMA-CA operations can be undertaken after random backoff. If the channel is assessed
as busy, both NB and BE are increased by one, and CW is reset to two. If the channel
is considered to be idle, CW is decreased by one to test that the contention window has
expired before the transmission takes place.

Performance analysis of slotted CSMA-CA for the IEEE 802.15.4 is conducted in
reference [13]. The transmission failure probability Ploss is given by

Ploss = b0,0(α − βα + β)N B+1 , (6.6)

where α is the probability that CCA fails the first time, and β the probability that CCA
fails the second time given that the channel was idle in the first CCA. The parameter
b0,0 satisfies the equality [13]:

1 = b0,0

2

{(
3+ 2(1− α)− 2cα,β Ntx

)(1− cN B
α,β

1− cα,β

)

+ 2d W0

(
cd+1
α,β − cN B

α,β

1− cα,β

)
+W0

(
1− (2cα,β )d+1

1− 2cα,β

)}
, (6.7)

where cα,β = α − αβ + β, d = macMaxBE − macMinBE, and Ntx is the packet trans-
mission duration measured in slots.

6.2.2.3 Contention free period
In this section, we look into the average transmission delay and packet drop rate for GTS
transmissions. Assume that a GTS is used by the same slave device across superframes,
once assigned. Then, the time between two successive guaranteed time slots of the device
becomes BI. The average transmission delay, �, can be expressed as

� =
∞∑

i=0

P f
i (ε + i BI) , (6.8)

where P f
i , 0 ≤ i ≤ ∞, is the probability that a GTS frame is successfully transmitted

in the i th superframe after its generation at a device, and ε is the round trip delay. In
reference [14], P f

i is given by

P f
i = (1− Pee−λ BI )(Pee−λ BI )i , (6.9)

where Pe is the packet error rate over the given channel, and λ is the arrival rate of
GTS packets for a device according to a Poisson process. Then, the average transmission
delay is given by

� = ε + Pee−λ BI

1− Pee−λ BI
BI . (6.10)
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Figure 6.4 GTS packet drop rate versus Pe for an IEEE 802.15.4 beacon-enabled network at
various GTS packet arrival rates λ (adapted from reference [14]).

As for the packet drop rate, a packet is dropped after either it fails the maximum
number of transmission attempts or a new frame arrives at the device while the subject
packet is still waiting for its transmission. The packet drop rate is a function of λ and
the beacon interval BI.

Let a random variable Z represent the interarrival duration of GTS frames, and assume
that Z is exponentially distributed with mean 1/λ. To calculate Pdrop, one needs to first
calculate the probability, Pdi , that a frame is dropped in the i th superframe after its
arrival. Summing Pdi over 0 ≤ i <∞ gives the closed-form expression for Pdrop. In
reference [14], Pdi and Pdrop are given by

Pdi = (1− Pd0)Pi
e (1− e−λ BI )e−(i−1)λ BI (6.11)

Pdrop = Pd0 + (1− Pd0)
∞∑

i=1

Pdi (6.12)

where e−(i−1)λBI represents no arrivals in the previous i − 1 superframes and 1− e−λBI

represents at least one arrival in superframe i . Also, (1− Pd0) is the probability that the
packet is not dropped in the first superframe, and is given by

Pd0 = 1− λ BIe−λ BI

1− e−λ BI
. (6.13)

In Figure 6.4, changes in the GTS packet drop rate as Pe varies are shown for different
λ. Intuitively, a higher packet arrival rate causes the drop rate to increase. On the other
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Figure 6.5 Illustration of the interference avoidance mechanism in ZigBee (adapted from
reference [15]).

hand, even if Pe → 0, the drop rate decreases, but it does not reach zero, because GTS
packets are subject to being dropped due to the arrival of new packets within the same
superframe.

6.2.3 Network channel managing for interference resolution

ZigBee specifies an interference avoidance mechanism [15] for the network coordinator
to move the entire network currently operating at channel c j to channel c∗i , upon inferring
that interference is present on channel c j . The exact interference resolution mechanism
is illustrated in a flowchart in Figure 6.5. Let Nf , Ntx , Ei , and γ denote the number
of failed transmissions, total number of transmissions, energy level in channel ci , and
energy threshold, respectively. If the ratio Nf/Ntx exceeds 0.25 on channel c j , the
coordinator performs an energy scan over all the channels. If the current channel’s
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energy is higher than the other channels, the channel with the minimum energy level,
channel c∗i , is considered as the candidate channel to switch the network on to avoid
interference. If Eci∗ is less than an energy threshold γ , the coordinator broadcasts c∗i
as the new channel and resets Nf and Ntx . Otherwise, channel switching does not
occur.

6.3 Impulse-radio based UWB (IEEE 802.15.4a)

In addition to high-rate WPAN applications discussed in Chapter 2, UWB signals have
also been considered for low-rate WPANs that focus on low-power and low-complexity
devices. The IEEE formed the task group 4a (TG4a) in March 2004 for an amend-
ment to the already existing IEEE 802.15.4 standard [17] for an alternative PHY. The
main purpose of the TG4a was to provide reliable/robust communications and high-
precision ranging with low-power and low-cost devices. The TG4a’s efforts resulted in
the IEEE 802.15.4a standard in 2007. With additional features provided by the 15.4a
amendment, the IEEE 802.15.4 standard now facilitates new applications and market
opportunities.

The IEEE 802.15.4a specifies two optional signaling formats based on impulse radio
UWB (IR-UWB) and chirp spread spectrum (CSS).1 The IR-UWB option can use
250−750 MHz, 3.244−4.742 GHz, or 5.944−10.234 GHz bands, whereas the CSS
uses the 2.4−2.4835 GHz band. In other words, while the UWB PHY utilizes the
spectrum being made available for UWB devices around the world, CSS PHY makes
use of the global deployability in the ISM band. For the IR-UWB there is an optional
ranging capability, whereas the CSS signals can only be used for communications
purposes. In this section, channel allocation, transmitter structure, signal model, and
system parameters of both PHY options will be reviewed.

6.3.1 Channel allocations

As specified above, a UWB device can transmit in one or more of the following bands
according to the IEEE 802.15.4a standard:

� sub-GHz: 250−750 MHz
� low band: 3.244−4.742 GHz
� high band: 5.944−10.234 GHz

Over these three bands, 16 channels are supported for the UWB PHY: 1 in the sub-
GHz band, 4 in the low band and 11 in the high band. These channels and their center
frequencies and bandwidths are listed in Table 6.3, along with the specification of

1 The UWB option in the IEEE 802.15.4a standard does not employ a conventional IR-UWB signal. Instead,
bursts of pulses are transmitted in different burst intervals and information is carried by the positions and
the polarities of the bursts, as will be investigated in Section 6.3.2.
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Table 6.3 UWB channels for the IEEE 802.15.4a standard [16].

Channel no. Center freq. (MHz) Bandwidth (MHz) UWB band Mandatory

0 499.2 499.2 Sub-GHz Yes
1 3494.4 499.2 Low band No
2 3993.6 499.2 Low band No
3 4492.8 499.2 Low band Yes
4 3993.6 1331.2 Low band No
5 6489.6 499.2 High band No
6 6988.8 499.2 High band No
7 6489.6 1081.6 High band No
8 7488.0 499.2 High band No
9 7987.2 499.2 High band Yes

10 8486.4 499.2 High band No
11 7987.2 1331.2 High band No
12 8985.6 499.2 High band No
13 9484.8 499.2 High band No
14 9984.0 499.2 High band No
15 9484.8 1354.97 High band No

Figure 6.6 Transmit spectrum mask for UWB PHY in IEEE 802.15.4a standard [18].

mandatory channels in each band. Specifically, a UWB device that implements the
low band (high band) should support channel 3 (channel 9), whereas the remaining
channels are optional. The transmitted signals in the UWB PHY should comply with
a spectral mask as illustrated in Figure 6.6. The PSD should be less than −10 dBr for
f1 < | f − fc| < f2, and less than−18 dBr for | f − fc| > f2, where f1 = 0.65/Tp and
f2 = 0.8/Tp, with Tp denoting the pulse duration.2

As for the CSS PHY of IEEE 802.15.4a standard, there are 14 channels available
within the 2.4 GHz band as illustrated in Table 6.4. In addition, there are four different
subchirp sequences, which implies that a total of 14× 4 = 56 complex channels are
available. In different parts of the world, different subgroups of these channels may be

2 dBr is the relative decibels with respect to the maximum spectral density of the signal.
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Table 6.4 CSS channels for the IEEE 802.15.4a standard [18].

Channel no. Center freq. (MHz) Channel no. Center freq. (MHz)

0 2412 7 2447
1 2417 8 2452
2 2422 9 2457
3 2427 10 2462
4 2432 11 2467
5 2437 12 2472
6 2442 13 2484

Figure 6.7 Basic blocks of an IR-UWB transmitter according to the IEEE 802.15.4a
standard [18].

available. The PSD of the CSS signal should comply with a mask similar to the one
shown in Figure 6.6, where the PSD should be less than−30 dBr for f1 < | f − fc| < f2,
and less than −50 dBr for | f − fc| > f2, where f1 = 11 MHz and f2 = 22 MHz.

6.3.2 Transmitter structure and signal model

6.3.2.1 UWB PHY
The main components of an IR-UWB transmitter according to the standard are illus-
trated in Figure 6.7. The information bits are first encoded by a Reed–Solomon encoder,
which is a type of block error-correcting code that works by oversampling a gener-
ator polynomial constructed from the input data [19]. The RS encoder takes a block
of 330 bits at a time, and adds 48 parity bits according to a generator polynomial
specified in the standard. So, the RS encoder has a rate of around 0.87. Then, the
encoded bits from the RS encoder are encoded by a convolutional encoder with a rate
of 1/2.

Each pair of encoded bits is carried by one UWB symbol. A UWB symbol structure
is shown in Figure 6.8, where the symbol duration Tsym is divided into two intervals,
denoted as TBPM. At each symbol interval, one burst of UWB pulses is transmitted, and
the location of the burst in either the first or the second interval indicates one bit of
information. In other words, if the burst resides in the first half of the symbol, a “0” is
transmitted; if the burst is in the second half of the symbol, a “1” is transmitted. This
is called burst position modulation (BPM). In addition, the polarity of the burst carries
another bit of information, corresponding to BPSK. Overall, BPM-BPSK modulation is
used to carry two bits of information per symbol.

Also note from Figure 6.8 that the burst can be transmitted in one of the possible
intervals, each with length Tburst, in the first or third quarter of the symbol. The position
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Figure 6.8 UWB symbol structure according to the IEEE 802.15.4a standard.

of the burst can be determined by a burst hopping sequence, which provides robustness
against multiuser interference.

After the symbol mapper in Figure 6.7, a preamble is added prior to the header of
each packet, that is used for timing acquisition, coarse and fine frequency recovery,
packet and frame synchronization, channel estimation, and leading edge signal tracking
for ranging. After that, bits are transmitted by means of UWB pulses, using the pulse
shaper, the RF components, and the antenna, as shown in Figure 6.7.

The transmitted signal for the i th symbol can be mathematically expressed as

si (t) = (1− 2bi,1)
Ncpb−1∑

n=0

(
1− 2sn+i Ncpb

)
ω
(
t − bi,0TBPM − h̃i Tburst − nTc

)
, (6.14)

where Ncpb is the number of chips per burst, i.e., Tburst = NcpbTc, with Tc denoting the

chip interval, ω(t) is the UWB pulse waveform, {sn+i Ncpb}Ncpb−1
n=0 is the binary spread-

ing sequence, and h̃i ∈ {0, 1, . . . , Nburst/4− 1} is the burst hopping position for the
i th symbol, where Nburst = Tsym/Tburst. Note that the limitation of the burst hopping
position to a quarter of the number of bursts per symbol provides a guard interval in
the symbol as shown in Figure 6.8. The information bits carried by the i th symbol
are denoted by bi,0 and bi,1, where bi,0 ∈ {0, 1} is the BPM information determining
the position of the burst, and bi,1 ∈ {0, 1} is encoded into the burst polarity for BPSK
modulation.

The UWB PHY in IEEE 802.15.4a has some unique features that improve the robust-
ness of low-rate WPANs in harsh channel conditions [18]:

� ultra wide bandwidths: provide reliable communications even at very harsh multipath
and interference settings;

� concatenated FEC: the coding rate can be adapted to have reliable communications
even at very unfavorable multipath scenarios;

� optional UWB pulse features: while the standard requires a mandatory pulse type, it
also offers the capability of transmitting three optional pulse types.

The mandatory pulse shape for UWB PHY should be constrained by the
shape of the cross-correlation function of a root raised cosine pulse, which is
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Figure 6.9 Basic blocks of CSS PHY transmitter according to the IEEE 802.15.4a standard [18].

defined as [18]3

r (t) = 4β

π
√

Tp

cos

[
(1+ β)π t/Tp + sin

(
(1−β)π t/Tp

)
4βt/Tp

]
(4βt/Tp)2 − 1

, (6.15)

where β = 0.6 is the roll-off factor and Tp is the pulse duration.
Possible pulses other than the mandatory pulse are specified as chirp on UWB (CoU)

pulses, continuous spectrum (CS) pulses, and linear combination of pulses (LCPs). The
CoU pulses provide a third dimension (in addition to separation through frequency
and direct sequence codes) to support simultaneously operating piconets (SOPs), and
is generated by multiplying the mandatory pulse shape by a chirp signal. The CS
pulses serve the same purpose of reducing the interference between SOPs, and they are
generated by passing the mandatory pulse shape through an all-passing CS filter. Finally,
the LCPs are weighted linear combination of up to four mandatory pulse shapes with
different relative delays as large as 4 ns with respect to the earliest pulse shape. LCPs may
be used to minimize interference to coexisting technologies, and become particularly
useful for detect-and-avoid (DAA) schemes where the weight of certain pulses whose
spectrum receives interference may be set to zero.

6.3.2.2 CSS PHY
The block diagram for a CSS modulator at the transmitter is shown in Figure 6.9. The
information bits are first demultiplexed into two streams. Each stream is further passed
through serial-to-parallel mapping to generate data symbols from bit sequences, where
for a 1 Mbps data rate each symbol is composed of three bits while for a 0.25 Mbps data
rate each symbol is composed of six bits. For the high-rate option, the three bits are further
mapped to a four-chip bi-orthogonal codeword (composed of±1), while for the low-rate
option, the six bits are similarly mapped to a 32-chip bi-orthogonal codeword. Only
for the optional low-rate operation, the bits are also processed with a bit interleaver,

3 The main lobe of the cross-correlation function shall be greater than 0.8 for a specified duration Tw, while
the sidelobe of the cross-correlation function shall not be greater than 0.3.



154 ZigBee networks and low-rate UWB communications

Figure 6.10 Illustration of the IEEE 802.15.4a packet structure. The data part is BPM-BPSK
modulated.

which provides robustness to double intra-symbol errors caused by the differential
detector. After parallel-to-serial mapping, the codewords are mapped onto a QPSK
symbol, which is followed by differential QPSK (DQPSK) encoding. Finally, DQPSK
symbols are modulated onto subchirps to obtain the differential quadrature chirp-shift
keying (DQCSK) outputs. The subchirps are generated by the chirp-shift keying (CSK)
generator, which periodically produces one of the four subchirp sequences.

The time-domain baseband chirp symbol in IEEE 802.15.4a standard is defined as
follows

s̃m(t) =
∞∑

n=0

s̃m(t, n) =
∞∑

n=0

4∑
k=1

c̃n,k exp

[
j
(

2π fk,m

+ μ

2
ξk,m(t − Tn,k,m)

)
(t − Tn,k,m)

]
PRC(t − Tn,k,m) , (6.16)

where n is the sequence number of chirp symbols, k ∈ {1, 2, 3, 4} is the subchirp index,
m ∈ {1, 2, 3, 4} is the index for four different possible subchirp sequences, c̃n,k = an,k +
jbn,k is the complex data generated through DQPSK coding (an,k, bn,k ∈ {±1}), fk,m

are the center frequencies of the subchirp signals, Tn,k,m is the starting time of the
actual subchirp signal to be generated, μ = 2π × 7.3158× 1012 [rad/s] is a constant
that defines the characteristics of the subchirp signal, and PRC(.) is a raised-cosine
windowing function for chirp pulse shaping.

The CSS PHY in IEEE 802.15.4a offers an alternative to UWB PHY for supporting
extended-range links or supporting links to devices with relatively higher mobility. Due
to their unique properties of the CSS PHY, the CSS devices are also immune to multipath
fading, and can operate with minimal energy consumption.

6.3.3 Frame structure and system parameters

6.3.3.1 UWB PHY
Every UWB PHY device communicates using the packet format illustrated in Fig-
ure 6.10. The UWB PHY packet consists of a synchronization header (SHR) preamble,
a physical layer header (PHR), and a data field.

The SHR preamble is composed of a ranging preamble and a start of frame delim-
iter (SFD). The preamble is used for acquisition, channel sounding, and leading edge
detection. According to the standard, the ranging preamble may consist of one of
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Figure 6.11 Structure of the PHR.

{16, 64, 1024, 4096} symbols. The preamble length is specified by the application,
and its selection criteria is based on channel multipath profiles, signal-to-noise ratio
(SNR), and receiving PHY capabilities (e.g., coherent/noncoherent reception, quality
of leading-edge search engine, and tracking capability). Shortening preamble length
lowers channel occupancy, and it provides more transmission opportunities for neighbor
devices. However, it should be noted that acquisition becomes more difficult with short
preambles at low SNR links. Use of the preamble for ranging purposes will be discussed
further in Section 6.3.4.

The SFD portion of the SHR preamble in Figure 6.10 helps a receiver to synchronize
to the beginning of the data portion of a frame. Only after establishing acquisition during
the preamble, the receiver knows that it is receiving the preamble of a packet. However,
it does not yet know when to expect the end of the preamble. It is the SFD that flags the
end of the preamble and the beginning of the PSDU. The SFD can consist of 8 or 64
symbols. The IEEE 802.15.4a PHY supports a mandatory short SFD (8 symbols) for
default mode (1 Mbps) and medium data rate and an optional long SFD (64 symbols)
for the nominal low data rate of 106 Kbps. The longer SFD provides more processing
gain. Therefore, if one wants to design a communication system that has a long range,
the longer SFD should be preferred, because SNR gets lower at longer ranges and more
processing gain would be beneficial.

The PHR comes after the SHR and contains the fields that indicate data rate, frame
length, ranging flag, preamble length, and error correction and detection bits. The
length of the PHR is 19 octets and its structure is summarized in Figure 6.11. The PHR
is transmitted at the mandatory data rate,4 and the data rate for the data field of the
frame (see Figure 6.10) is indicated within the data rate subfield of the PHR. Each of
the data rate and preamble length information is represented with two bits as illustrated
in Figure 6.11, and a value 1 for the ranging flag indicates to the recipient PHY that it is
a ranging frame (RFRAME).

Finally, the data field in Figure 6.10 is the part that carries the communication data.
The UWB PHY of the IEEE 802.15.4a standard supports various data rates through

4 As an exception for the low data rate option, the PHR is transmitted at the low data rate, and the extended
SFD, which is 64 symbols long, is used as an indicator for the low rate.
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Table 6.5 System parameters for UWB PHY of the IEEE 802.15.4a standard for a
mean PRF of 62.4 MHz, where CC refers to convolutional coding.

RS rate CC rate Nburst Ncpb Nc Bit rate (Mbps)

0.87 0.5 8 512 4096 0.11
0.87 0.5 8 64 512 0.85
0.87 0.5 8 8 64 6.81
0.87 0.5 8 2 16 27.24

the use of variable-length bursts. The bit rates supported by a given channel are
{0.11, 0.85, 1.7, 6.81, 27.24}Mbps. Also, the channels can transmit pulses with various
mean pulse repetition frequency (PRF) options, which are 3.90, 15.6, and 62.4 MHz.
As an example, in Table 6.5, the parameters are listed for a mean PRF of 62.4 MHz.
Note that by changing the number of chips per burst (Ncpb), and keeping the number of
bursts per symbol (Nburst) fixed, various symbol lengths (in terms of number of chips
per symbol (Nc) in Table 6.5), and therefore various data rates are obtained.

6.3.3.2 CSS PHY
The packet format for the CSS PHY also consists of a preamble, SFD, PHR, and data
parts. The preamble includes 8 chirp symbols (32 bits) for the 1 Mbps mode, and 20 chirp
symbols (80 bits) for the 0.25 Mbps option. The preamble sequence for the CSS PHY
is composed of all ones for both modes. The SFD field consists of a 16-bit sequence
(4 symbols), which is different for the high-rate and low-rate modes. The first 7 bits
include the information about the length of the payload, while the remaining bits are not
used or reserved.

6.3.4 Ranging and location awareness

In the IEEE 802.15.4a standard, ranging is optional and it is only enabled for the UWB
PHY option. The main ranging protocol that the standard adopts is the two-way time of
arrival (TW-TOA) protocol. However, it also enables the use of time difference of arrival
(TDOA) and symmetric double sided (SDS) ranging protocols [16]. To make decoding
of ranging waveforms difficult for malicious devices and protect range information,
the standard also describes a so-called private ranging protocol, which is optional. It
enhances the integrity of ranging traffic in the case of a hostile attack.

The goal for the ranging algorithm is to detect accurately the leading edge multipath
component among a large number of multipath components. If the leading edge path
corresponds to the line-of-sight (LOS) multipath component, it yields a reliable estimate
for the distance between the transmitter and the receiver. If the leading edge is a non-
LOS (NLOS) multipath component, still, it provides a reasonably good estimate for the
distance between the transmitter and the receiver. Therefore, it is crucial that the system
is designed in such a way as to enable accurate detection of the leading edge of the



6.3 Impulse-radio based UWB (IEEE 802.15.4a) 157

Table 6.6 The basis preamble symbol set [16].

Index Symbol

S1 - 0 0 0 0 + 0 - 0 +++ 0 + - 0 0 0 + - +++ 0 0 - + 0 - 0 0
S2 0 + 0 + - 0 + 0 + 0 0 0 - ++ 0 - + - - - 0 0 + 0 0 ++ 0 0 0
S3 - + 0 ++ 0 0 0 - + - ++ 0 0 ++ 0 + 0 0 - 0 0 0 0 - 0 + 0 -
S4 0 0 0 0 + - 0 0 - 0 0 - ++++ 0 + - + 0 0 0 + 0 - 0 ++ 0 -
S5 - 0 + - 0 0 +++ - + 0 0 0 - + 0 +++ 0 - 0 + 0 0 0 0 - 0 0
S6 ++ 0 0 + 0 0 - - - + - 0 ++ - 0 0 0 + 0 + 0 - + 0 + 0 0 0 0
S7 + 0 0 0 0 + - 0 + 0 + 0 0 + 0 0 0 + 0 ++ - - - 0 - + 0 0 - +
S8 0 + 0 0 - 0 - 0 ++ 0 0 0 0 - - + 0 0 - + 0 ++ - ++ 0 + 0 0

received signal. Hence, preamble waveform in UWB PHY is optimized for acquisition,
synchronization, and leading edge detection purposes.

The underlying symbol in the ranging preamble is one of the length-31 ternary
sequences, Si , in Table 6.6. Each Si of length L ts = 31 contains 15 zeros and 16
nonzero codes, and has the much desired property of perfect periodic autocorrelation.
In other words, periodic correlation side lobes are zero, and what is observed at the
receiver between two consecutive correlation peaks is only the power delay profile of
the channel. Thus, paths between autocorrelation peaks are ensured to be due to the
multi-path channel, but not because of correlation side-lobes. As an option, the UWB
PHY also supports length-127 ternary sequences for better performance. Note that which
codes can be used in each of the UWB channels specified in Table 6.3 is restricted. Eight
of the 24 available length-127 codes are also reserved for private ranging protocol and
cannot be used during regular operation.

In the 802.15.4a standard, the PHY notifies its application how good each range
measurement is (i.e., the reliability of a range measurement) via an eight-bit field called
the figure of merit (FoM). The FoM field contains three important subfields: confidence
interval scaling factor, confidence interval (CI), and confidence level. The confidence
level shows the probability of the estimated arrival time of the leading edge of a signal
to deviate from the true time of arrival by at most the CI. For example, in Figure 6.12,
the CI and the confidence level are 25 ns and 90%, respectively. The effective CI
may be obtained from a scaled versions of the CI, and may vary between 50 ps and
12 ns. By using this FoM feedback, ranging devices (RDEVs) can dynamically adapt
the preamble length to channel conditions. However, note that in certain cases even
the longest preamble does not guarantee a reliable ranging process, e.g., for very harsh
channel conditions or for a poorly designed leading-edge search engine. Nevertheless,
longer preamble lengths such as {1024, 4096} are preferred for low-rate noncoherent
receivers to improve SNR via more processing gain and to have a more reliable ToA
estimate.

As a final remark related to ranging process, note that the IEEE 802.15.4a uses the
ALOHA protocol for channel access. In ALOHA, a device transmits a frame without
sensing whether the channel is busy. If a transmission collides with another one, the frame
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Figure 6.12 A received UWB PHY waveform, and representation of the confidence interval with
respect to the true arrival of the signal leading edge [16].

is retransmitted after a random backoff. Achievable throughput, η̃, for the ALOHA with
the assumption of a Poisson frame arrival rate λ is η̃ = λ e−2λ [20]. Since the ranging
frames are very long in IEEE 802.15.4a,5 even a single frame may occupy the channel
in the order of milliseconds, and retransmissions become very costly. Therefore, a
sparse network in which RDEVs perform ranging very often might experience as low
throughput as a very dense network.

6.4 Low latency MAC for WPANs (IEEE 802.15.4e)

IEEE 802.15.4 standard specifies an amendment to the IEEE 802.15.4-2006 standard to
enhance its latency and reliability performances. It is expected to be completed by 2011.
The standard comprises the following options:

� extended guaranteed time slot (EGTS) for scheduled services networks;
� low latency protocol (LLP) for factory automation applications;
� time synchronized channel hopping (TSCH) protocol for process control applications.

In this section we provide an overview of these options.

6.4.1 EGTS

Typical applications that can benefit from EGTS include water/waste treatment plants,
oil and gas industry, chemical production, etc. The EGTS option specifies the so-called

5 Especially in the low rate option, where the preamble and the SFD consist of 4096 and 64 symbols,
respectively.
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Figure 6.13 Illustration of the IEEE 802.15.4e multisuperframe structure for EGTS: (a) without
channel diversity during the CFP, (b) with channel diversity as channel hopping per time slot
during the CFP. Vertical slots indicate different frequency channels at a given time slot.
Transmission that occurs in a particular frequency channel and time slot is shown as a dark
square.

multisuperframe structure illustrated in Figure 6.13. Multisuperframe is a sequence of
superframes, and each superframe consists of a beacon interval, CAP, and CFP. The
CFP immediately follows the CAP, and comprises a set of GTSs. The CFP can be
extended towards the end of the superframe in a case where retransmission of any
GTS transmission is needed. The number of superframes in a multisuperframe is given
by Ns = 2MO–SO, where MO is the multisuperframe order and SO is the superframe
order.

Multipath fading and RF interference may degrade channel quality. To overcome poor
signal reception, IEEE 802.15.4e MAC provides two types of channel diversity method
called channel adaptation and channel hopping during the CFP of each superframe.

The IEEE 802.15.4e channel adaptation mechanism is adopted only in the EGTS
option to switch to a different channel from the one in use when the received signal
quality drops below a given threshold value. Otherwise, the communication continues
on the current channel.

The channel-hopping mechanism can be run in both beacon-enabled and nonbeacon-
enabled modes; it switches to a different channel for each time slot according to a
predefined channel-hopping pattern, which is set by a layer above the MAC. Let L j

denote a logical channel number, which is mapped onto a channel-hopping sequence of
length i as L j = {c j1, c j2, . . . , c ji }, where c ji denotes the channel index. If the PHY
employs channel hopping with logical channels {L j , Lk}, then the resulting hopping
sequence would be {c j1, c j2, . . . , c ji , ck1, ck2, . . . , cki }. Actual logical channel number
assignment for the IEEE 802.15.4e is given in Table 6.7.
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Table 6.7 Logical channel numbering in IEEE 802.15.4e.

PHY hopping sequence Logical channel index

{1, 3, 5, 7} L1

{2, 4, 6, 8} L2

{9, 11, 13, 15} L3

{10, 12, 14, 16} L4

Table 6.8 Example applications for WSNs.

Application Description

Great Duck Island Project 150 sensing nodes are deployed through an island, which relay data such as
temperature, pressure, humidity, etc. to a central device. Data are made
available through Internet using a satellite link [25].

ZebraNet project WSNs are used to study the behavior of Zebras, where special GPS-equipped
collar devices are attached to the Zebras [26].

Monitoring volcanoes In order to monitor the volcano activity in Ecuador, WSNs are used in the areas
where human presence is discouraged [27].

Agricultural monitoring
(e.g., wireless vineyard)

Data are collected using WSNs and processed to make decisions, such as
detecting parasites to automatically choose the right insecticide, or watering
and fertilization only wherever and whenever necessary [28, 29].

Emergency rescue Avalanche victims can be rescued with the help of WSNs [30]. The people at
risk (skiers, hikers, etc.) carry wireless sensors with an oximeter, oxygen
sensor, and accelerometers (to detect orientation of victim), which are
communicated to the PDAs of a rescue team.

Meteorological and
hydrological monitoring

A prototype network of sensors has been deployed in Yosemite National Park to
monitor natural climate fluctuations, global warming, and the growing needs
of water consumers [31].

Wildlife monitoring WSNs were used to monitor 44 days in the life of a 70 m-tall redwood tree, at a
density of every 5 min in time and every 2 m in space. Each sensor reported
the air temperature, relative humidity, and photosynthetically active solar
radiation [32].

Virtual fence An acoustic stimulus is given to animals which cross a virtual fence line. It can
be dynamically shifted based on the movement data of the animals,
improving the utilization of feed-lots and reducing overheads for installing
and moving physical fences [33].

Military applications Counter-sniper systems (detect and locate shooters as well as the trajectory of
bullets) [34], self-healing landmines (ensure that a certain geographical area
remains covered with landmines; if an enemy tampers with a mine, an intact
mine hops into the breach using a rocket thruster) [35, 36], tracking of
military vehicles (e.g., tanks) using sensors dropped from an unmanned aerial
vehicle (UAV) [35], and UAV flock control [37].

Other medical and
commercial applications

Damage detection in civil structures (such as smart structures actively
responding to earthquakes and making buildings safer [28]), continuous
medical monitoring [38], care for the elderly [39], the aware home [40], smart
kindergarten [41], condition-based maintenance of equipment [28], and
active visitor guidance system [42].
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Figure 6.14 Illustration of the IEEE 802.15.4e superframe structure for low latency protocol
(LLP). DL: downlink transmission, UL: uplink transmission, Si : transmission time slot for
sensor i, GACK: group acknowledgment, Ri : retransmission time slot for the i th failed sensor,
Ai : transmission time slot for actuator i.

6.4.2 Low latency protocol (LLP)

Typical applications that can benefit from LLP include factory automation, robotics,
portable machineries, airport logistics, and the packaging industry. These applications
require a high reliability and low latency that is less than 10 ms. The LLP is designed
for a star network topology as shown in Figure 6.1(a). Sensor and actuator devices are
connected to a single coordinator, which is also called a gateway. Wireless access to/from
sensors/actuators eliminates the cabling issue and makes mobility support easier.

The LLP superframe shown in Figure 6.14 is divided into a beacon slot and M number
of equal length time slots for sensors and K number of equal length time slots for actuator
devices. Since one device is assigned to a slot deterministically, no explicit addressing
is necessary. The first time slot following the beacon is dedicated to downlink and the
one after for uplink management communications. During management time slots, a
slotted CSMA-CA is used with macMinBE = 3 and macMaxBE = 5. These two slots
are followed by M time slots for original slave transmissions, one group acknowledgment
(GACK) and N sensor data retransmissions. The last K slots are allocated to actuators.
The GACK contains an M-bit bitmap to indicate failed and successful original sensor
transmissions according to their transmission order. For instance, setting the third and
fifth bits of the bitmap to 1 and all others to 0 in the bitmap indicates that the third
and fifth slave transmissions failed, and the third and fifth slaves are allocated the first
and the second time slots (i.e., R1 and R2) for retransmission, respectively. There is
no retransmission mechanism for actuators. If more than N slaves fail their original
transmissions, the first N will be using the corresponding available retransmission slots,
but the others will have to drop their packets.

The networks configured for LLP employ a slotted CSMA-CA channel access mech-
anism for slaves if they are sharing a given time slot. A field in the beacon announces the
direction of communication for each actuator and sensor time slot. Therefore, once the
direction for a time slot is set to downlink, the coordinator transmits its packet without
using the slotted CSMA-CA in that time slot.
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Figure 6.15 Illustration of the TSCH slotframe structure with five time slots. The Ti indicates
time slot i. The direction of communication and the allocated frequency channel between two
devices in a given time slot are shown by→ and ci , respectively (modified from reference [21]).

6.4.3 Time synchronized channel hopping (TSCH)

The TSCH configuration adopts the time division multiple access (TDMA). A collection
of time slots is called a slotframe. A slotframe repeats itself in time as shown in Figure
6.15. Directed communication between two devices for a given time slot is referred
to as a link. Links are assigned by a network coordinator. Shorter slotframes result in
lower latency and increased bandwidth. The number of time slots in a given superframe
determines how often each time slot repeats. A link is defined as the pairwise assignment
of a directed communication between devices in a given time slot on a given channel
offset. The choice of slot duration and how the slots are assigned for communication
sets the performance limits.

In general, shorter slotframes lead to lower latency at the expense of increased power
consumption. For conservative power consumption, longer slotframes are chosen. Multi-
ple slotframes can be used to offer nonconflicting communication schedules to multiple
groups of nodes. A device may be assigned to multiple time slots and multiple slot-
frames, and may skip some slotframes. There are two components of network formation
in the TSCH network: advertising and joining. Network devices that are already part
of the network may send command frames advertising the presence of the network.
Since the TSCH relies on fine time synchronization, these advertisement command
frames include time synchronization information and the PAN ID. One way to achieve
synchronization is to use timing information when exchanging data and acknowledg-
ment frames. In the TSCH configuration of the IEEE 802.15.4e standard, the following
synchronization algorithm has been adopted.

Algorithm 6.1 Acknowledgment-based synchronization algorithm [21]

1: Transmitter sets the transmission timestamp of the first symbol with respect to the
frame beginning, TsTxOFF.

2: Receiver records the reception timestamp of the first symbol with respect to the frame
beginning, TsRxActual.

3: Receiver calculates the difference between the two timestamps, TimeAdjustment =
TsTxOFF-TsRxActual.

4: Receiver reports TimeAdjustment in the acknowledgment packet.
5: Transmitter adjusts its network clock by TimeAdjustment.
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If a device wishing to join the network receives a valid advertisement command frame,
the new device can attempt to join the network. The CCA is used to promote coexistence
with other users of the radio channel. A TSCH device also performs frequency channel
hopping, so there is no backoff period in the case that the CCA prevents a transmission.
When a device has a packet to transmit, it has to wait for availability of a link on which it
can transmit, as shown in Figure 6.15. The TSCH protocol is suitable for process control
applications with tolerable time budgets over multihop links. Recovery from network
failures is slow, because the network is centrally managed.

6.5 IEEE 802.15.4f (active RFID)

RFID is used to identify and locate various objects. An RFID tag attached to an object
communicates with an RFID reader for the purposes of identification and information
exchange. RFID tags are commonly classified into active and passive RFID tags as
follows:

� Active RFID An active RFID tag has its own source of power, which is commonly an
integrated battery unit.6 In other words, the tag produces its own radio signal without
deriving it from an external radio signal [22].

� Passive RFID A passive RFID tag does not have an internal battery unit and uses the
RF energy transferred from the RFID reader to power its circuitry [23].

Passive RFID tags require high signal powers from an RFID reader so that they can
power their circuitry and transmit a signal back to the reader. The signal power from
a passive RFID tag to the RFID reader is considerably lower than that from an active
RFID tag to the RFID reader. Therefore, the communications range of passive RFID (up
to 3 m) is significantly shorter than that of active RFID (of the order of 100 m) [23].
Hence, active RFID facilitates various applications in wireless sensor telemetry, control,
position estimation, and area monitoring [22]. On the other hand, the main advantage of
passive RFID is its low cost.

Recently, IEEE 802.15 WPAN Task Group 4f (TG4f) was formed to define a new
PHY and related modifications to the MAC layer of the IEEE 802.15.4-2006 standard
to support the new PHY for active RFID tags and readers [22]. The group aims to
provide a standard for ultra-low energy consumption, low-cost, flexible, and highly
reliable communication means and air interface protocol for active RFID and sensor
applications [24]. The IEEE 802.15.4f Project Authorization Request document lists the
following features to be included in the standard [24]:

� ultra-low energy consumption (low duty cycle);
� low PHY transmitter power;
� both simplex and duplex communications;

6 In some cases, an active RFID tag can also use ambient energy from the surrounding environment [22].
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Figure 6.16 Illustration of a typical IEEE 802.15.4g network to convey smart meter readings to a
utility network backbone via multihop communication (adopted from [8]).

� high tag density;
� reader-to-tag and tag-to-tag communication (unicast);
� one-to-many communication (multicast);
� authentication;
� sensor integration;
� accurate position estimation capability;
� 100 m read range;
� narrow bandwidth PHY channels less than 3 MHz wide;
� robustness to interference.

The IEEE 802.15.4f amendment for active RFID is expected to be completed in 2010.

6.6 IEEE 802.15.4g (smart utility networks)

Control and management of energy generation, transmission, distribution, and con-
sumption have become crucial in today’s economically challenging world. Information
technologies can be leveraged to make future energy savings and smart utility networks
a reality. The smart utility network is a critical system to balance supply and demand
of electricity. It may comprise billions of smart devices that need to communicate with
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each other (see, e.g., Figure 6.16). Such devices include meters, display systems, con-
trollers, and various other infrastructure components. New service-based opportunities
are expected to emerge in the smart energy space within the next 10–15 years.

Currently, the most important issue seems to be the “standards”, regarding information
format, communication, and demand response (DR) signaling. Development of new
standards and adoption of existing ones into the utility network domain is a major
topic of interest in energy commissioning bodies, utilities, and National Institute of
Standards and Technology (NIST). Whether the standards should be open, partially
open, or proprietary is still up for debate.

Options for communications between smart meters and utility centers include cellular
networks, GPRS, and Internet, whereas within loads (buildings, homes, etc.), ZigBee
and power line communication-based technologies are becoming widely adopted. Also,
the IEEE 802 standards body launched the task group IEEE 802.15.4g in 2009 as an
amendment to IEEE 802.15.4-2006 MAC and PHY specifications to support reliable
utility communication infrastructure, and to promote evolution of smart grid networks.
IEEE 802.15.4g addresses mainly outdoor low data-rate wireless smart metering utility
network requirements. To reach every utility node in the network, a capability to com-
municate over links from a few meters to 5 km (LOS) is targeted. Operation will be in
license exempt frequency bands including 700 MHz to 1 GHz, and 2.4 GHz, and the
data rate will be at least 40 Kbps. Mesh network topology is outside the scope of this
standard. Currently, orthogonal frequency division multiplexing (OFDM) and frequency
shift keying (FSK)-based PHY designs are being considered. The standard is expected
to be completed in late 2011.
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7 Impact of channel estimation
on reliability
Hongsan Sheng

This chapter discusses the impacts of channel estimation on the reliability of ultrawide-
band (UWB) systems when path delays and path amplitudes are jointly estimated [1].
The Cramér–Rao bound (CRB) for the path delay estimates is presented as a function of
the signal-to-noise ratio (SNR) and signal bandwidth. The performance of a UWB sys-
tem employing a Rake receiver and maximal ratio combining (MRC) is analyzed taking
into account estimation errors as predicted by the CRB. Expressions for the bit error
rate (BER) are obtained displaying the effects of the number of pilot symbols and the
number of multipath components on the overall system performance. Transceiver design
issues, such as allocation of power resources to pilot symbols, signal bandwidth, and
the number of diversity paths (fingers) used at the receiver, are discussed in the context
of the effects of estimation errors. Allocations of power resources to pilot symbols are
determined to optimize the BER. Finally, the estimation errors are taken into account to
optimize the signal bandwidth and the number of fingers of the Rake receiver in UWB
systems.

7.1 Introduction

One of the most attractive features of UWB is its ability to resolve multipath. Numerous
investigations have confirmed that the UWB channel can be resolved into a significant
number of distinct multipath components [2–4]. A Rake receiver with MRC can be
employed in UWB systems to exploit the multipath diversity. However, Rake receivers
require knowledge of multipath delays and amplitudes. In practice, that is obtained
through pilot-aided channel estimation [5, 6], producing imperfect channel state infor-
mation (CSI), which leads to degraded performance.

The effects of errors in the estimation of path amplitudes in diversity combining
systems have been investigated extensively in the literature [6–12]. In some of those
works, the estimation error of each path amplitude is characterized by a correlation
coefficient between the true path amplitude and its estimate, and that correlation coeffi-
cient is assumed to be independent of the SNR. This model does not reflect the fact that
as the SNR increases, the quality of the estimator improves. The problem of channel
estimation and diversity combining is particularly relevant to UWB communications.



7.1 Introduction 169

The application of pilot-aided channel estimation to UWB systems is discussed in ref-
erence [6]. In reference [13], the performance of diversity combining is reported as a
function of the signal bandwidth in the presence of path amplitude estimation errors. In
all those studies, perfect path delay information is assumed. Some works have reported
that timing errors as small as fractions of a nanosecond can seriously degrade the system
performance [14,15]. The effects of estimation errors of path delays and path amplitudes
on BER are evaluated numerically in reference [5]. The CRB on the variance of the time
delay estimation is investigated in references [16, 17]. A general analysis on the effects
of delay estimation errors is performed in reference [18], where a simple uniform inde-
pendent identically distributed (iid) channel model is assumed, and the results are based
on an infinite bandwidth assumption. Finally, reference [1] presents accurate analytical
results with joint estimation of path delays and amplitudes on the performance of a
practical impulse radio (IR) UWB Rake receiver.

In this chapter, we analyze the impacts of nonideal delay and amplitude estimates on
the reliability of IR-UWB systems. Also, we apply this analysis to determine the optimal
signal bandwidth and which paths are to be combined at the receiver [1]. Towards this
goal, pilot symbols are transmitted over a multipath channel with a diversity of paths.
This study extends from the analytical approaches in references [6, 9, 13, 18–21]. Using
error levels predicted by the CRB on the variances of the parameter estimates, we analyze
the performance of a Rake receiver employing MRC. The BER is expressed in terms
of the number of pilot symbols and the number of diversity paths. Transceiver design
issues, such as allocation of power resources to pilot symbols, signal bandwidth, and the
number of diversity paths (fingers) used at the receiver, are discussed in the context of
the effects of estimation errors [1].

The selection of the signal bandwidth in IR-UWB represents a significant design
choice due to its impact on the multipath resolution achieved by the receiver. As the
signal bandwidth increases, so does the number of resolved multipath components.
Moreover, due to the ability of UWB signals to resolve multipath down to individual
scatterers, the effects of fading become less pronounced [22]. At the same time, an
increase in the number of resolved paths also means a reduction in the average power
per path for a fixed total signal power [20, 21], which in turn leads to higher channel
estimation errors. Thus, in fact, we are in the presence of a tradeoff, leading to an optimal
choice of the signal bandwidth that should be used in a UWB communication link. It
can be shown that due to both practical limitations as well as channel estimation error
considerations, only a subset of available diversity branches should be combined at the
receiver [1].

The remainder of the chapter is organized as follows. The next section introduces the
system model, and presents the CRB of the path delay and amplitude estimation errors.
The average SNR and the BER of diversity combining are analyzed in Section 7.3.
Transceiver design issues, in particular, allocation of power resources to pilot symbols,
signal bandwidth, and number of diversity branches, are discussed in Section 7.4. Finally,
concluding remarks are made in Section 7.5.
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7.2 Signal and channel models with channel estimation errors

In this section, the system model is presented. Some previous results regarding channel
estimation errors, needed for the development of this chapter, are also described [1].

7.2.1 Signal and channel model

In a single user IR-UWB transmission system, a binary bit stream is transmitted over a
multipath channel. Each data bit is represented by a short duration pulse, denoted q(t),
with energy Ep =

∫∞
−∞ q2(t)dt . Examples of such pulses are the general Gaussian pulse,

q(t) = c1√
2πσp

exp

{
− t2

2σ 2
p

}
, (7.1)

and its derivatives [4, 23], where c1 is a constant, and σp controls the pulse width and
pulse bandwidth. Strictly speaking, the duration of the Gaussian pulse is infinite. Here,
the pulse width, Tp, is defined as the time interval in which 99.99% of the energy of the
pulse is contained.

The UWB multipath channel can be modeled by the impulse response

h (t) =
L−1∑
�=0

α� δ (t − τ�) , (7.2)

where L is the number of multipath components, α� and τ� are the �th path amplitude and
delay, respectively.1 The delays τ� take values in the continuum of time. Measurements
show that the UWB channel has an inherently sparse structure [2]. This means that not
each resolvable delay bin contains significant energy. Mathematically, this is expressed
as L � ⌈τmax/Tp

⌉
, where �x� denotes the smallest integer larger than or equal to x , and

τmax = τL−1 − τ0 serves as the maximum delay spread. In the sparse channel model,
the inter-path interference (IPI) is negligible. Such an assumption may not always be
true [25]. However, the resolvable multipath channel may still serve as a reasonable
approximation to realistic UWB channels [2]. Therefore, the analysis in this chapter still
provides insights into the performance of practical Rake receivers. We use Nakagami-m
fading for the distribution of the paths’ envelopes [26] in the analysis and numerical
illustrations. It has been shown that, with appropriately selected parameters, multipath
channel models featuring clustered arrivals can be simplified by a single exponential
power delay profile (nonclustered arrivals) with similar simulated performance [27]. The
average received power of the �th path is expressed as

�� = E
[
α2
�

] = �̄ exp {− (τ�/τL−1) δ0} , (7.3)

where �̄ is chosen such that the total average received power is unity, and δ0 is a constant,
which determines the power decay factor. In order to reasonably compare channels with

1 Please refer to Chapter 3 of the present book and Chapter 3 of reference [24] for a detailed investigation of
UWB channel models.
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different numbers of paths L , the constant δ0 is determined by the procedure suggested
in reference [28] and reviewed below for the convenience of the reader. The constant δ0

is chosen such that channel observations have a prescribed dynamic range, say x = 30
dB, independent of L . Thus, δ0 can be found from exp{δ0(1− τ0/τL−1)} = 10x/10. It
follows that δ0 = (τL−1/τmax)((x/10) ln 10). Implicitly, this formulation neglects paths
outside the prescribed dynamic range.

It is of interest to discuss the relation between the number of paths L and the signal
bandwidth. In all these studies, the signal power is assumed constant. The number of
resolvable delay bins in the channel is L res ≈

⌈
τmax/Tp

⌉ ≈ �τmaxW�, where W is the
signal bandwidth (according to an arbitrary definition of bandwidth). Even though the
actual number of paths L � L res, increasing the bandwidth still entails an increase in
the number of paths L . Similarly, since the average received power is assumed constant,
increasing the bandwidth leads to a reduction of the path amplitude.

Let the transmitted pulses be biphase modulated with each pulse representing a UWB
symbol. The symbol interval is denoted Ts . The signal received during the interval
0 ≤ t ≤ Ts can be expressed

y(t) = d q (t) ∗ h (t)+ n (t)

= d
L−1∑
�=0

α� q (t − τ�)+ n (t) , 0 ≤ t ≤ Ts , (7.4)

where d ∈ {±1} denotes a binary symbol, ∗ represents the convolution operation, and
n(t) is additive white Gaussian noise (AWGN) with zero-mean and two-sided power
spectral density (PSD) N0/2. The effects of mismatch between the transmitted and
received pulse are ignored. The symbol duration is assumed to be much longer than the
maximum delay spread, i.e., Ts � τmax, such that inter-symbol interference (ISI) can be
neglected.

The receiver implements a Rake receiver with L correlators (fingers), where each
finger can extract the signal from one of the multipath components. The outputs of the
correlators are combined coherently using MRC. The combiner requires knowledge of
the paths’ delays and amplitudes. In practice, the parameters {α�} and {τ�} are not known
a priori and must be estimated. In this study, it is assumed that the estimation is aided
by a preamble of M pilot symbols. The full packet consists of Q symbols. In addition,
it is assumed that the energy per pulse, Ep, is fixed for pilot symbols and data symbols.
To transmit (Q − M) data symbols, the total energy required is Ep Q . Then the total
energy required per data symbols, Eb, is Ep Q/ (Q − M).

The channel estimates computed from the pilot symbols are used to detect the sub-
sequent data symbols. Block fading is assumed, where α� and τ� are invariant over the
duration of one packet, and change independently from packet to packet.

7.2.2 Estimation errors of channel parameters

In this section, we describe the maximum likelihood (ML) estimate and the CRB on
the path delay and amplitude estimation errors as a function of the parameters of the
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pilot symbols [1]. The ML estimate is used in the numerical simulations discussed in
Section 7.4. The closed-form expression of the CRB of the path is used in the theoretical
analysis. The ML path amplitude estimate is biased by the delay errors. In this case, we
compute the conditional estimate and its error. Throughout, the number of paths L is
assumed to be known. Investigations of L as a function of system bandwidth and number
of Rake fingers are subsequently discussed in Section 7.4.

Without loss of generality, all M pilot symbols in a packet are assumed to be d = 1.
Then, the received signal associated with the pilot symbols is

y (t) =
M−1∑
m=0

L−1∑
�=0

α� q (t − mTs − τ�)+ n(t) , 0 ≤ t ≤ MTs . (7.5)

Defining � = [α0, . . . , αL−1] and � = [τ0, . . . , τL−1], the ML estimates of {�, � } are
the values that maximize the log-likelihood function of the pair {�̃, �̃ } [1]

ln [�(�̃, �̃ )] = 2
M−1∑
m=0

L−1∑
�=0

α̃�

∫ MTs

0
y(t)q(t − mTs − τ̃�)dt − M E p

L−1∑
�=0

α̃2
� (7.6)

with x̃ as a trial version of the variable x . It is shown in references [5,16,17] that the ML
estimates of the path delays, τ̂� , amount to determining the L values of τ̃� that maximize[

M−1∑
m=0

∫ MTs

0
y(t)q(t − mTs − τ̃�)dt

]2

. (7.7)

We now express the estimate of the �th path delay as a sum of two terms

τ̂� = τ� + ε�Tp , (7.8)

where ε� is the delay estimate error normalized by the pulse width. In reference [29],
it is shown that for a sufficiently large number of pilot symbols M , τ̂� in (7.8) will be
close to the true delay τ� with probability close to 1 and according to an approximately
Gaussian distribution. The CRB of the variance of ε� is given by [16, 17]

σ 2
ε�
≥ 1

2E p

N0
��Mρ2T 2

p

, (7.9)

where ρ is the root-mean-square bandwidth of the UWB pulse [30]. The expression
in (7.9) indicates that the CRB of the path delay estimate is inversely proportional
not only to the path SNR,

(
2Ep/N0

)
��M , but also to the mean-square bandwidth of

the pulse (ρ2). As the signal bandwidth increases, the estimate of the delays becomes
more accurate for a given path gain. However, as discussed in the previous section, an
increase in bandwidth also reduces the average power per path ��. That will increase
the variance of the estimate.

The ML estimates of the path gains, α̂� , can be obtained from references [5,16,17] as

α̂� = 1

M Ep

M−1∑
m=0

∫ MTs

0
y(t)q(t − mTs − τ̂�)dt , � = 0, . . . , L − 1 . (7.10)
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Substituting (7.5) into (7.10), the path amplitudes conditioned on the path delay estimates
become

α̂� = α� μ� + e� , (7.11)

where μ� is the normalized correlation function for the �th path, defined as

μ� � 1

E p

∫ ∞

−∞
q (t − τ�) q(t − τ̂�)dt , (7.12)

and e�’s are estimation errors due to noise, given by

e� � 1

M Ep

M−1∑
m=0

MTs∫
0

n(t)q(t − mTs − τ̂�)dt . (7.13)

When the path delays τ� are perfectly known, it can be proven that the amplitude
estimates are both unbiased and efficient [30, p. 32]. However, when the path delays are
in error, since μ� < 1, the estimates α̂� become biased. It is noted that e� contain the
product of two uncorrelated random processes, n(t) and q(t − mTs − τ̂�). The central
limit theorem asserts that e� will be approximately Gaussian as a consequence of the
integration and summation [6]. Therefore, e� in (7.13) can be modeled as real, Gaussian
random variables with mean E [e�] = 0 and variance

σ 2
e� =

1
2Ep

N0
M

. (7.14)

It is seen from (7.9) and (7.14) that the weaker the path power, the larger the normalized
variance of the estimation error, for both path amplitudes and path delays. Similarly,
the errors increase with the signal bandwidth due to reduced power per path. This
characterization affects the system reliability and the system design as discussed in the
sequel.

7.3 Reliability with channel estimation errors

In this section, we derive the BER for a Rake receiver employing MRC when the
estimation errors for path delays and amplitudes are taken into account [1]. The expres-
sions directly exhibit the effects of the number of pilot symbols and the number of
multipath components on the overall system performance.

For the model in (7.4), and the estimated channel parameters (delay and amplitude),
the output of the MRC for received signal y(t) is given by

D = 1

Ep

∫ Ts

0
y (t)

L−1∑
�=0

α̂� q (t − τ̂�) dt

= d
1

Ep

L−1∑
k=0

L−1∑
�=0

αk α̂�

∫ Ts

0
q (t − τk) q (t − τ̂�) dt +

L−1∑
�=0

α̂� w� , (7.15)
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where

w� = 1

E p

∫ ∞

−∞
n(t)q (t − τ̂�) dt , � = 0, . . . , L − 1 (7.16)

is the noise term in the corresponding branch of the Rake receiver. Note that the terms
w� contain the product of two uncorrelated random processes. Applying the central limit
theorem (CLT) due to integration and summation, the estimation errors w� in (7.16) are
assumed to be Gaussian with mean zero and variance

σ 2
w =

1

2Ep/N0
. (7.17)

It is noted that IPI may not always be negligible. Due to path overlapping, noise com-
ponents w�, may not be mutually independent. In this case, optimum combining should
be used [31]. In reference [32], it is shown that the Rake receiver with MRC, which
ignores IPI caused by pulse overlapping and noise correlation, performs the same as the
minimum mean-squared error receiver, conditioned on perfect knowledge of channel
estimates. A channel model with negligible IPI may still serve as a reasonable approxi-
mation to realistic UWB channels.

Applying the definition ofμ� in (7.12) to (7.15), a decision statistic D can be expressed
as

D = d
L−1∑
�=0

α̂� α� μ� +
L−1∑
�=0

α̂� w� . (7.18)

The significance of (7.18) is that the channel estimation errors impact the decision
statistic in two ways:

� an effective loss in the signal gain due to the timing error, as manifested by μ� ≤ 1 ;
� a mismatch of the path gains used with the MRC, α̂� α� .

7.3.1 SNR analysis

Without loss of generality, let the data symbol be set to one; that is, d = +1. Then, an
error will occur if D < 0. Substituting the path amplitude estimate (7.11) in (7.18), after
some manipulations, the decision statistic becomes

D =
L−1∑
�=0

α2
�μ

2
� + η1 + η2 + η3 , (7.19)

where

η1 �
L−1∑
�=0

α� μ� e� , η2 �
L−1∑
�=0

α� μ� w� , η3 �
L−1∑
�=0

e� w� . (7.20)

Conditioned on the set of values {α� μ�}L−1
�=0 , η1 and η2 are Gaussian with zero means,

and variances

E
[
η2

1

] = N0

2M E p

L−1∑
�=0

α2
�μ

2
� (7.21)
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and

E
[
η2

2

] = N0

2E p

L−1∑
�=0

α2
�μ

2
� , (7.22)

respectively. By the CLT, when L is large, η3, which contains the product of two
uncorrelated Gaussian noise components, is also approximately Gaussian with zero
mean and variance [6]

E
[
η2

3

] = L−1∑
�=0

E
[
e2
�

]
E
[
w2

�

] = L × N0

2M E p
× N0

2E p
. (7.23)

Expression (7.19) affords the following interpretation: the effects of timing errors on the
decision statistic can be modeled as a multiplicative noise term, while amplitude errors
are manifested as additive noise. Hence, the performance analysis bears similarities to
the analysis over fading channels. For a given channel realization, the communication
can be viewed as taking place over a “fading” channel, where the “fading” is due to the
time delay errors. In the analysis below, the effective SNR conditioned on the time delay
errors is first determined. Averaging over the time delay errors, the average SNR for a
given channel realization is obtained [1].

To continue the analysis, it is noted that the noise terms η1, η2, η3 are mutually
uncorrelated. The effective SNR, conditioned on the channel realization and the time
delay estimation errors {α�μ�}, is given by

γeff =
(∑L−1

�=0 α2
�μ

2
�

)2

E
[
η2

1

]+ E
[
η2

2

]+ E
[
η2

3

]
= 2E p

N0

L−1∑
�=0

α2
�μ

2
�

1+ 1
M

(
1+ L

2E p
N0

∑L−1

�=0
α2
�
μ2

�

) . (7.24)

Defining

γt � 2E p

N0

L−1∑
�=0

α2
�μ

2
� , (7.25)

(7.24) becomes

γeff = γt

1+ 1
M

(
1+ L

γt

) . (7.26)

The effective SNR in (7.24) for a given channel realization is a function of the path
delay estimation errors as embodied in the terms μ� within γt . It can be verified that γeff

is a convex function of γt . Then, averaging over the path delay errors and by Jensen’s
inequality, we have for γ eff � E [γeff],

γ t

1+ 1
M

(
1+ L

γ t

) ≤ γ eff ≤
γ0

1+ 1
M

(
1+ L

γ0

) , (7.27)
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where

γ t � E [γt ] = 2E p

N0

L−1∑
�=0

α2
� E
[
μ2

�

]
, (7.28)

and

γ0 � 2E p

N0

L−1∑
�=0

α2
� . (7.29)

To obtain the bound in (7.27), the fact that γeff is a monotonically increasing function of
γt is employed.

A few comments are in order with respect to (7.26). Under the assumption stated in
Section 7.2 that the average power gain of the channel is 1, γ eff is a decreasing function
of the number of paths L . Nevertheless, as an effect of diversity combining, Var (γeff)
is also decreasing with increasing L . For a fixed L , the effect of the number of pilot
symbols is observed through a reduction of the error term in the denominator of (7.26).
An opposite effect is observed recalling that γt is a function of E p/N0 (cf. (7.25)), and
that the total energy required for transmitting (Q − M) data symbols is E p Q. Then the
SNR per pulse is

E p

N0
=
(

1− M

Q

)
Eb

N0
. (7.30)

This relation indicates that, for a given energy per data symbol Eb, the SNR per pulse,
E p/N0, is lower than the SNR per data symbol, Eb/N0. As a consequence, through
(7.25), the effective SNR in (7.26) tends to decrease with M . The effects of these
parameters are better captured through the ensuing BER analysis [1].

7.3.2 BER analysis

We now seek to evaluate the BER, Pe = Pr(D < 0). From (7.26), the average BER is
given by

Pe = E [Pr(e|γt )] = E

⎧⎪⎨⎪⎩1

2
erfc

⎛⎜⎝√√√√ γt

2
[
1+ 1

M

(
1+ L

γt

)]
⎞⎟⎠
⎫⎪⎬⎪⎭ , (7.31)

where erfc (z) � (2/
√
π )
∫∞

z exp
{−t2

}
dt is the complementary error function, and the

expectation is taken with respect to γt (i.e., the average over path delay and amplitude
errors). Since a closed form of (7.31) is unknown, an alternative method is used in
deriving the BER.

The decision statistic in (7.19) can be alternatively expressed as

D =
L−1∑
�=0

(α� μ� + e�) (α� μ� + w�) . (7.32)
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Now, denote X� � α� μ� + e� and Y� � α� μ� + w�. Substituting back in (7.32),

D =
L−1∑
�=0

X�Y� . (7.33)

Conditioned onα� andμ�, X� and Y� are independent and Gaussian, since the noise terms
e� and w� are measured at different times (training and data transmission, respectively).
The L pairs {X�, Y�} are real-valued, independent Gaussian random variables with
respective means E [X�] = E [Y�] = α� μ�, and variances (cf. (7.14) and (7.17))

Var (X�) = E
[
(X� − E [X�])

2] = σ 2
e� =

1
2E p

N0
M

, (7.34)

Var (Y�) = E
[
(Y� − E [Y�])

2] = σ 2
w =

1
2E p

N0

. (7.35)

Therefore, D is a quadratic form of Gaussian random variables. With the help of reference
[33], the BER conditioned on {α� μ�} is expressed as

Pr(e|γt ) = Q1 (a, b)− 1

2
I0 (ab) exp

{
−a2 + b2

2

}

+ 1

2

L−1∑
n=1

In (ab)

[(
b

a

)n

−
(a

b

)n
]

Cn exp

{
−a2 + b2

2

}
(7.36)

for L ≥ 2, and for L = 1, we have

Pr (e|{α� μ�}) = Q1 (a, b)− 1

2
I0 (ab) exp

{
−a2 + b2

2

}
, (7.37)

where Q1 (a, b) is the first-order Marcum function, In (z) is the nth order modified Bessel
function of the first kind,

a = 1

2

√
γt

∣∣∣√M − 1
∣∣∣ ,

b = 1

2

√
γt

∣∣∣√M + 1
∣∣∣ , (7.38)

and

Cn = 1

22L−2

L−1−n∑
k=0

(
2L − 1

k

)
. (7.39)

In (7.39),
(2L−1

k

) = (2L−1)!
(2L−1−k)!k! denotes the binomial coefficient.

Now, define

ζ � a

b
=
∣∣∣∣∣
√

M − 1√
M + 1

∣∣∣∣∣ , (7.40)
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and use the alternative form of Q1 (a, b) with finite limits [34, p. 79, (4.28)], to obtain

Q1 (a, b) = Q1 (ζb, b) = 1

2π

∫ π

0

{
exp

{
−b2

2

(
1− 2ζ cos θ + ζ 2

)}

+ exp

{
−b2

2

( (
1− ζ 2

)2

1− 2ζ cos θ + ζ 2

)}}
dθ , (7.41)

as well as the alternative form of In (z) [35, p. 376]

In (z) = 1

π

∫ π

0
cos (nθ ) exp{z cos θ}dθ .

After some manipulations, the BER conditioned on γt can be shown to be equal to

Pr (e|γt ) = 1

2π

∫ π

0

⎧⎪⎨⎪⎩exp

⎧⎪⎨⎪⎩−γt

(√
M + 1

)2

8

(
1− ζ 2

)2

g (θ, ζ )

⎫⎪⎬⎪⎭
+ f (θ, ζ ) exp

⎧⎪⎨⎪⎩−γt

(√
M + 1

)2

8
g (θ, ζ )

⎫⎪⎬⎪⎭
⎫⎪⎬⎪⎭ dθ , (7.42)

where

f (θ, ζ ) =
L−1∑
n=1

(
ζ−n − ζ n

)
Cn cos (nθ ) , (7.43)

and

g (θ, ζ ) = 1− 2ζ cos θ + ζ 2 . (7.44)

To obtain the unconditional BER, we note that (7.42) consists of exponential functions,
and

E [exp {sγt }] =Mγt (s) , (7.45)

where the expectation is taken with respect to γt , and Mγt (s) is the moment generating
function (MGF) of the random variable γt [34]. It follows that

Pe = E [Pr (e|γt )]

= 1

2π

π∫
0

⎧⎪⎨⎪⎩Mγt

⎛⎜⎝−
(√

M + 1
)2

8

(
1− ζ 2

)2

g (θ, ζ )

⎞⎟⎠

+ f (θ, ζ )Mγt

⎛⎜⎝−
(√

M + 1
)2

8
g (θ, ζ )

⎞⎟⎠
⎫⎪⎬⎪⎭ dθ . (7.46)
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Using (7.25) in (7.45), we have

Mγt (s) =
L−1∏
�=0

M� (s) , (7.47)

where

M� (s) = E

[
exp

{
s

2E p

N0
α2
� μ

2
�

}]
, (7.48)

and the expectation is taken with respect to both α� and μ�. In deriving (7.47), we assume
that no pulse overlapping occurs; that is, |ε�| ≤ ξ . Assuming that the path amplitude α�

has a Nakagami-m distribution with parameters �� and m�, where �� has been defined
earlier, it follows that α2

� has a Gamma distribution. Turning now to the random variable
μ�, for the Gaussian pulse in (7.1), it can be shown that

μ2
� = exp

{
− T 2

p

2σ 2
p

ε2
�

}
, (7.49)

where ε� was defined in (7.8). Taking the expectation, we have

M� (s) =
∫ +∞

−∞

[
1− s

2E p

N0

��

m�

exp

{
− T 2

p

2σ 2
p

ε2
�

}]−m�

p (ε�) dε� . (7.50)

In reference [30], it is shown that the ML estimate of the channel path delay τ� has an
error ε�, which, asymptotically, has a Gaussian distribution with zero mean and variance
equal to the CRB (7.9). Using this information in (7.50), and after some algebraic
manipulations, (7.50) can be computed by the Hermite formula [35]

M� (s) = 2√
π

N̄∑
i=1

Hxi fs (xi ) , (7.51)

where N̄ is the order of the Hermite polynomial, xi and Hxi are respectively, the zeros
and weight factors of the i th order Hermite polynomial tabulated in reference [35,
Table 25.10], and

fs (xi ) =
[

1− s
2E p

N0

��

m�

exp

{
− x2

i
E p

N0
��M

}]−m�

. (7.52)

Upon completing the evaluation of (7.50), the results are substituted in (7.47), and finally
in (7.46). Typically, N̄ = 10 is sufficient for good accuracy.

As a check, when the SNR allocated to the pilot is very large, i.e., M →∞,
while Ep/N0 is constant, we have f (θ, ζ ) → 0, g (θ, ζ ) = 2(1− cos θ ), and γt =
(2Ep/N0)

∑L−1
�=0 α2

� . After some manipulations, we obtain

Pr(e|γt ) = 1

π

∫ π/2

0
exp
{
− γt

2 sin2 θ

}
dθ , (7.53)
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and the unconditional BER is given by

Pe = 1

π

∫ π/2

0
Mγt

(
− 1

2 sin2 θ

)
dx . (7.54)

As expected, this is the BER expression with perfect channel estimation [34, p. 268].
It is noted that if M = 1, then a = 0 and b = √γt . In such a case, (7.36) becomes

indeterminate. Thus, the expression (7.46) is suitable only for cases M ≥ 2. For M = 1,
the BER conditioned on γt has been derived in reference [36] and is given by

Pr(e|γt ) = 1

2

L−1∑
n=0

Cn
1

n!

(γt

2

)n
exp
{
−γt

2

}
. (7.55)

It can be verified that the unconditional BER in this case is

Pe = Eγt [Pr(e|γt )] = 1

2

L−1∑
n=0

Cn
1

n!

dn

dsn
Mγt (0.5s)|s=−1 . (7.56)

7.4 System optimization with channel estimation errors

Imperfect CSI can have significant impacts on system design. The goal in this section is
to optimize performance by controlling the number of pilot symbols, signal bandwidth,
and the number of fingers of the Rake receiver through numerical results [1].

7.4.1 Allocations of power to pilot symbols

Figure 7.1 compares the BER expression in (7.46) with Monte-Carlo numerical simula-
tions when the path parameters are estimated via ML. To highlight the sparse multipath
nature of the UWB channel, in the numerical results, we use a simplified model with
equally spaced taps defined as τ� = (Lres/L)� with � = 0, . . . , L − 1. As an example,
we assume Lres/L = 2. For numerical illustrations, we use a Nakagami-m fading chan-
nel with an exponential power delay profile (PDP). The Nakagami parameter m is set to
1. The number of multipath components is assumed to be L = 35, and the curves are
parameterized by the number of pilot symbols M out of Q = 800 symbols in a packet.
Monte-Carlo results are shown for M = 10 and M = 5, respectively. It is observed that
the analytical expression of the BER matches well with the Monte-Carlo simulations
for larger M values. By observing the Eb/N0 gap between delay+amplitude errors and
amplitude errors only, it is concluded that path delay estimation errors are an important
factor, particularly at low SNRs.

Assuming that the total energy for transmitting a packet is constrained, there is an
obvious tradeoff between power allocated to pilot and data symbols, since the power
allocated to the pilot is not made available to the data symbols. Next, we determine
the optimal power strategy that optimizes the BER. Recall that for each packet, only
(Q − M) out of Q symbols convey data. Given Q, if we assign a larger percentage of
symbols to the pilot, then M is larger and (1− M/Q) is smaller. Therefore, on one
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Figure 7.1 BER as a function of Eb/N0 parameterized by the number of pilot symbols M
( c© 2010 IEEE) [1].

hand, the effective SNR γeff in (7.26) increases through a reduction of the term in the
denominator, and the BER in (7.31) decreases. On the other hand, the effective SNR
γeff in (7.26) reduces, and the BER increases due to fewer symbols available for data
transmission. This can be seen through (7.30). For a fixed energy per data symbol Eb,
the SNR per pulse E p/N0 is lower, and γt in (7.25) and γeff in (7.26) are lower. In
Figure 7.2, the BER is plotted versus the percent of symbols allocated to the pilot, M/Q,
and parameterized by values of Eb/N0. For comparison, the BER without path delay
estimation errors is also plotted by substituting the upper bound (7.27) into (7.26), then in
(7.31). It is assumed that the number of multipath components is L = 100. It is observed
that the optimal fraction of symbols allocated to the pilot at high Eb/N0 is smaller than
that for low Eb/N0. This reflects the fact that the accuracy of the channel estimator
is proportional to Eb/N0. It is also observed that the optimal percentage of symbols
allocated to the pilot in the presence of both path delay and amplitude estimation errors
is larger than that with only amplitude estimation errors. This means that extra pilot
symbols are required to compensate for the penalty of delay estimation errors. Further
insight into the effect of the channel estimation can be obtained from the gap between
the BER curves with and without path delay estimation errors. The gap narrows with
the increase in Eb/N0. This further strengthens the conclusion that the impact of delay
estimation errors has to be taken into account, especially at low SNRs.

7.4.2 Signal bandwidth

We now investigate the effects of channel estimation errors on the performance as a
function of the signal bandwidth [1]. It is noted that previously reference [19] has
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exploited this topic in the presence of only amplitude estimation errors. By the FCC
regulations, IR-UWB is allowed to operate over a maximum bandwidth of 7.5 GHz [24].
It is of interest to find how much bandwidth one should use for optimal performance.
As pointed out in references [21,22], the number of multipath components, L , increases
linearly with the signal bandwidth. In short-range indoor environments, L can be large
but significantly less than Wτmax due to insufficient scattering [2, 4]. In the limit, when
the channel has been resolved into nonfading paths, an increase in bandwidth will not
add any more paths. We will assume that the latter regime has not been reached yet, and
that the linear relation number of paths to bandwidth holds. We have

L = �κ τmaxW� , (7.57)

where κ is a scalar depending on the scattering in the channel and the pulse waveform.
In particular, for the general Gaussian pulse in (7.1), and with L/L res = 0.5, it can be
verified that κ ≈ 0.7. Substituting (7.57) into the BER expressions, such as (7.46), links
the receiver performance to the signal bandwidth, W .

In our model, it is assumed that the sum of the channel gains is fixed, independent of
L . Hence, for perfect CSI, and if the Rake receiver uses all available paths, increasing the
signal bandwidth will initially lead to better performance due to higher diversity. This
advantage will quickly level off, as it is well known that diversity has diminishing returns
as the number of paths increases. As the bandwidth increases, the resolution advances
towards single path with no fading. Based on this scenario, one may be tempted to
conclude that the signal bandwidth should be as large as possible. This conclusion,
however, does not hold when the effects of channel estimation are thrown into the
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Figure 7.3 Required Eb/N0 to achieve a specified BER as a function of the signal bandwidth W
for a fixed number of pilot symbols M . Curves with perfect delays at BER = 10−3 are also
shown for a comparison ( c© 2010 IEEE) [1].

mix. In the latter case, as W increases, L increases, while the average SNR per path
decreases.

Since no simple analytical expressions for the optimal W appear to be available,
its value is determined through numerical computations. In Figure 7.3, the required
Eb/N0 to achieve specified error rates is plotted as a function of the −10 dB signal
bandwidth W . The delay spread is assumed to be 50 ns and the curves are parameterized
by the number of pilot symbols M . Our approach is to substitute (7.57) into (7.46),
and compare the performance of systems using different bandwidths by determining the
required E p/N0 to achieve a specified BER. The required Eb/N0 is then obtained from
(7.30) with the number of symbols per packet Q = 800. Estimation errors of both path
delays and amplitudes are taken into account. Optimal values of the signal bandwidth
can be evaluated from the curves. Using a very large bandwidth leads to higher error
rates due to imperfect CSI. For the set of parameters used, the optimal bandwidth is
less than 1 GHz. As the number of pilot symbols M increases, the quality of channel
estimators improves, hence the optimal W increases. For comparison purposes, curves
with perfect delay are also plotted by applying the upper bound (7.27) to (7.31). It is
observed that in the presence of only amplitude estimation errors, the calculated optimal
W is larger than that with both delay and amplitude estimation errors. The case of ideal
channel CSI is also plotted for reference. When channel estimation errors are not a
factor, it is apparent that improved performance can be achieved by increasing the signal
bandwidth.

In Figure 7.3, we assume that the Nakagami fading parameter m� = 1. To observe the
effect of m�, in Figure 7.4, the BER is shown as a function of the signal bandwidth for
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with Eb/N0 = 10 dB and the number of pilot symbols M = 5 ( c© 2010 IEEE) [1].

several values of m�. Here, Eb/N0 = 10 dB and M = 5. In general, a large m� value is
associated with less fading and a strong line-of-sight (LOS) path. It is observed that as
m� increases, the BER decreases and the optimal signal bandwidth is smaller.

7.4.3 Design of rake receivers

The foregoing analysis of the performance for a given bandwidth assumes the capture
of all available multipath components. In practice, Rake receivers often process only
a subset of the resolved multipath components. Such a Rake receiver is referred to as
selective. One possibility is to process the best Lc paths out of the L available multipath
components, and then combine them using MRC. This is usually motivated by a reduction
in the receiver complexity. Here, we argue that selective Rake makes sense also from the
point of view of performance in the presence of imperfect CSI [9]. On one hand, as Lc

increases, more energy of the signal is captured. However, in reality, the weaker paths
contribute less energy to the combiner and are more susceptible to estimation errors.
Thus, it is anticipated that an optimal number of paths exists, depending on the specific
delay spread.

The performance of selective Rake is a function of the number of combined paths Lc.
Replacing L in (7.46) with Lc, we obtain the BER for the selective-Rake receiver in the
presence of estimation errors of both path delays and amplitudes. The optimal value of
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Lc is obtained by minimizing Pe. Since no simple analytical expressions are available,
we rely on numerical computations.

In Figure 7.5, we plot the BER in (7.46) versus the number of fingers used at the
Rake receiver. Various values of Eb/N0 are obtained from (7.30), where the number
of symbols per packet is Q = 800. It is clearly shown that due to imperfect CSI, the
performance does not improve after collecting approximately 20 paths for W = 2 GHz,
while 8 paths are sufficient for W = 0.5 GHz. It is also observed that the optimal number
of Rake fingers for W = 2 GHz changes to 28 paths when only the estimation errors of
amplitudes are taken into account. When Eb/N0 increases, the BER is reduced and the
optimal number of Rake fingers increases.

Further insight into the optimal number of Rake fingers can be attained by observing
the Eb/N0 required to attain a specified BER. This is shown in Figure 7.6. The number
of pilot symbols is M = 5. We compare the cases of two values of the signal bandwidth,
W = 0.5 GHz and W = 2 GHz. The optimal Lc is obtained when the required Eb/N0

is minimum. For a required BER of 10−4, when the signal bandwidth W increases from
0.5 GHz to 2 GHz, the optimal Lc increases from 8 to 20 approximately. As the specified
BER is lowered, such as from 10−3 to 10−4, the optimal Lc increases, for any value of
W . As a check, it is of interest to compare the result with that over a realistic UWB
channel, IEEE 802.15.3a CM1 [37]. For a desired BER of 10−4 and the signal bandwidth
of W = 1.75 GHz, it is shown that the optimal Lc is approximately 12. This is consistent
with our result. Furthermore, as expected, the required Eb/N0 over CM1 is lower than
that over the channel with m� = 1 (Rayleigh fading) [26].
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7.5 Concluding remarks

The effects of imperfect estimates on UWB system performance have been investigated
when path delays and path amplitudes are jointly estimated. It has been shown that, due
to delay estimation errors, estimates of the path amplitudes are biased. Also, it has been
observed that the CRBs of path delay estimates are functions of the bandwidth. As the
signal bandwidth increases, a delay estimate becomes more accurate for a given path
gain. At the same time, an increase in bandwidth reduces the average power per path,
increasing the variance of the estimate. These observations provide important guidelines
for the design of reliable UWB communications systems.

Using the errors obtained from the CRBs, the system performance has been analyzed
for a Rake receiver employing MRC, when estimation errors of both path delays and path
amplitudes are taken into account. The expressions for the BER, as well as the average
SNR at the output of the MRC, have been presented, and they have been expressed as
functions of the number of pilot symbols and the number of multipath components.
Subsequently, the optimum fraction of symbols allocated to the pilot signal has been
determined to minimize the BER. The gap between the BER curves with and without
path delay errors indicates that path delay estimation errors are an important factor,
particularly at low SNRs.

Finally, the estimation errors of both path delays and amplitudes have been taken into
account for determining the optimal signal bandwidth and the number of paths to be
combined. With a small number of pilot symbols (<10 in a packet of 800 symbols), the
optimal bandwidth is smaller than 1 GHz. For a given bandwidth, the optimum number
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of paths to be processed by the Rake receiver is determined to attain minimum error rate
in the presence of imperfect CSI. For the 2 GHz signal bandwidth, the optimal number
of paths processed by Rake receivers is approximately 20.
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8 Interference mitigation and
awareness for improved reliability
Huseyin Arslan, Serhan Yarkan, Mustafa E. Sahin, and Sinan Gezici

Wireless systems are commonly affected by interference from various sources. For
example, a number of users that operate in the same wireless network can result in
multiple-access interference (MAI). In addition, for ultrawideband (UWB) systems,
which operate at very low power spectral densities, strong narrowband interference
(NBI) can have significant effects on the communications reliability. Therefore, inter-
ference mitigation and awareness are crucial in order to realize reliable communications
systems. In this chapter, pulse-based UWB systems are considered, and the mitigation
of MAI is investigated first. Then, NBI avoidance and cancelation are studied for UWB
systems. Finally, interference awareness is discussed for short-rate communications,
next-generation wireless networks, and cognitive radios.

8.1 Mitigation of multiple-access interference (MAI)

In an impulse radio ultrawideband (IR-UWB) communications system, pulses with very
short durations, commonly less than one nanosecond, are transmitted with a low-duty
cycle, and information is carried by the positions or the polarities of pulses [1–5]. Each
pulse resides in an interval called “frame”, and the positions of pulses within frames are
determined according to time-hopping (TH) sequences specific to each user. The low-
duty cycle structure together with TH sequences provide a multiple-access capability
for IR-UWB systems [6].

Although IR-UWB systems can theoretically accommodate a large number of users
in a multiple-access environment [2, 4], advanced signal processing techniques are
necessary in practice in order to mitigate the effects of interfering users on the detection
of information symbols efficiently [6]. In this section, various MAI mitigating receiver
structures are studied first. Then, the effects of coding design on the mitigation of MAI
are investigated.

8.1.1 Receiver design for MAI mitigation

In this section, optimal and suboptimal detector structures with various levels of com-
putational complexity are investigated in order to mitigate the effects of MAI [6]. A
synchronous IR-UWB system with K users is considered, and the transmitted signal



8.1 Mitigation of multiple-access interference (MAI) 191

from user k is expressed as

s(k)
tx (t) =

√
Ek

N f

∞∑
j=−∞

d (k)
j b(k)

� j/N f � ptx

(
t − jT f − c(k)

j Tc − a(k)
� j/N f �δ

)
, (8.1)

where ptx(t) is the transmitted UWB pulse, Ek is the symbol energy of user k, T f

is the “frame” time, and N f is the number of pulses representing one information
symbol [7]. For pulse amplitude modulation (PAM), a(k)

� j/N f � = 0, ∀ j, k, and the infor-

mation symbol b(k)
� j/N f � determines the pulse amplitude. On the other hand, for M-ary

pulse position modulation (PPM), b(k)
� j/N f � = 1, ∀ j, k, and the information is carried by

a(k)
� j/N f � ∈ {0, 1, . . . , M − 1} with δ denoting the modulation index [4, 6, 8]. In this sec-

tion, PAM is considered, and the readers are referred to references [6, 9] for extensions
to PPM.

In (8.1), c(k)
j ∈ {0, 1, . . . , Nc − 1} denotes the TH sequence for user k, where Nc

denotes the number of chips in a frame; i.e., Nc = T f /Tc. TH sequences allow the
channel to be shared by multiple users without causing catastrophic collisions between
the pulses from different users. In order to further reduce the effects of MAI, the polarity
codes, d (k)

j ∈ {−1, 1}, can be employed, which also help reduce the spectral lines in the
power spectral density (PSD) of the transmitted signal [10–12]. In the following, it is
assumed that the receiver for user k knows its TH and polarity codes.

The IR-UWB signal in (8.1) can also be expressed as a code division multiple access
(CDMA) signal by introducing the following sequence [9, 11]:

s(k)
j =

{
d (k)
� j/Nc� , if j − Nc� j/Nc� = c(k)

� j/Nc�
0 , otherwise

. (8.2)

Then, (8.1) becomes

s(k)
tx (t) =

√
Ek

N f

∞∑
j=−∞

s(k)
j b(k)

� j/(N f Nc)� ptx(t − jTc) , (8.3)

which is in the form of a CDMA signal with s(k)
j defining a generalized spreading

sequence that can take values from the set {−1, 0,+1} [6,9,11,13]. Therefore, multiple-
access mitigation techniques or multiuser detection (MUD) algorithms developed for
CDMA systems can be adopted for IR-UWB systems as well [8, 13–16]. However, the
complexity of those techniques is often quite high, and the signaling structure of IR-UWB
systems allows for simpler multiple-access mitigation algorithms which are specifically
designed to exploit that structure [6, 14], and which are the main focus of this section.

Assuming a tapped-delay-line channel model with multipath resolution Tc, the discrete
channel α(k) = [α(k)

1 · · ·α(k)
L ] is adopted for user k [7]. Then, the received signal can be

stated as

r (t) =
K∑

k=1

√
Ek

N f

∞∑
j=−∞

L∑
l=1

α
(k)
l d (k)

j b(k)
� j/N f �

× prx

(
t − jT f − c(k)

j Tc − (l − 1)Tc

)
+ σnn(t) , (8.4)



192 Interference mitigation and awareness for improved reliability

r (t ) prx (–t ) b (1)Detector ˆ

Figure 8.1 A receiver structure with chip-rate sampling.

where prx(t) is the received unit-energy UWB pulse, which is usually modeled as the
derivative of ptx(t) due to the effects of the antenna, and n(t) is zero-mean additive white
Gaussian noise (AWGN) with unit spectral density.

After filtering and amplification, the front-end of the receiver can perform different
operations on the received analog signal with varying levels of complexity and accuracy.
In that respect, the receivers can be classified as [17]:

� direct sampling receivers;
� matched filter receivers;
� energy detection receivers.

Although direct sampling can facilitate perfect reconstruction of the received sig-
nal from its samples, it requires very high sampling rates on the order of a few GHz
for UWB systems, which results in increased power consumption and complexity for
the receiver [18]. On the other hand, energy detection receivers provide a design alter-
native with low power consumption and complexity [19–22]. However, those bene-
fits are accompanied by performance loss, which can be critical in multiple-access
environments.

A matched filter receiver provides a tradeoff between the direct sampling and energy
detection approaches in the sense that it can both achieve better performance than
energy detection receivers and facilitate designs with lower power consumption and
complexity than direct sampling receivers. In addition, depending on the design of
the matched filter, various sampling rate options can be obtained. For example, the
receiver analog signal can be applied to a filter that is matched to the received pulse
shape and the filter output can be sampled at the chip-rate, as shown in Figure 8.1.
Since chip-rate sampling can require high-speed analog-to-digital conversion on the
order of a few Gbps, a low-cost and low-power alternative is to employ frame-rate
sampling via multiple matched filter (equivalently, correlator) branches as shown in
Figure 8.2. In that case, each branch collects signals from one of the multipaths. More
specifically, considering user 1 as the user of interest, the template signal matches the
UWB pulse prx(t) and the TH and polarity codes of user 1, and samples are taken
at instants when the paths l ∈ L arrive in each frame, where L = {l1, . . . , lM } with

M ≤ L . Namely, s(1)
temp,l(t) = d (1)

j prx

(
t − c(1)

j Tc − (l − 1)Tc

)
for l ∈ L , and the samples

are taken at t = (i N f )T f , . . . , ((i + 1)N f − 1)T f for the i th symbol. In other words, M
correlators are used to collect frame-rate samples from M of the L multipath components.
Since there can be collisions among various multipath components due to inter-frame
interference (IFI), the actual number N of distinct samples per information symbol can
be smaller than N f M .
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Figure 8.2 A receiver structure with M branches, where frame-rate sampling is employed at each
branch.

Based on the receiver front-end in Figure 8.2, the discrete signal at the lth path of the
j th frame can be expressed, for the i th information bit, as [7]

rl, j = sT
l, j Abi + nl, j , (8.5)

for l = l1, . . . , lM and j = i N f , . . . , (i + 1)N f − 1, where bi = [b(1)
i · · · b(K )

i ]T , nl, j ∼
N (0 , σ 2

n ), and

A =

⎡⎢⎢⎢⎢⎢⎢⎣

√
E1
N f

0 · · · 0

0
. . .

. . .
...

...
. . .

. . . 0

0 · · · 0
√

EK
N f

⎤⎥⎥⎥⎥⎥⎥⎦ . (8.6)

In addition, sl, j is a K × 1 vector that is equal to the sum of the desired signal part (SP),
IFI, and MAI terms:

sl, j = s(SP)
l, j + s(IFI)

l, j + s(MAI)
l, j , (8.7)

where the kth elements can be expressed as

[
s(SP)

l, j

]
k
=
{
α

(1)
l , k = 1

0 , k = 2, . . . , K
, (8.8)

[
s(IFI)

l, j

]
k
=
{

d (1)
j

∑
(n,m)∈Al, j

d (1)
m α(1)

n , k = 1

0 , k = 2, . . . , K
, (8.9)

[
s(MAI)

l, j

]
k
=
{

0 , k = 1

d (1)
j

∑
(n,m)∈B(k)

l, j
d (k)

m α(k)
n , k = 2, . . . , K

, (8.10)
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with

Al, j = {(n,m) : n ∈ {1, . . . , L}, m ∈ Fi , m �= j,

mT f + c(1)
m Tc + nTc = jT f + c(1)

j Tc + lTc} (8.11)

and

B(k)
l, j = {(n,m) : n ∈ {1, . . . , L}, m ∈ Fi ,

mT f + c(k)
m Tc + nTc = jT f + c(1)

j Tc + lTc} , (8.12)

where Fi = {i N f , . . . , (i + 1)N f − 1} [7].
It is observed from (8.11) that Al, j represents the set of frame and multipath indices

of pulses from user 1 that originate from a frame different from the j th one and collide
with the lth path of the j th pulse of user 1. Similarly, B(k)

l, j denotes the set of frame and
path indices of pulses from user k that collide with the lth path of the j th pulse of user
1 [7].

In the following, it is assumed that there exists a guard interval between adjacent
symbols that is equal to the length of the channel impulse response (CIR) so that no
inter-symbol interference (ISI) occurs. Therefore, for bit i , only the interference from
the pulses in the frames of the current symbol i ; namely, from the pulses in frames
i N f , . . . , (i + 1)N f − 1, are taken into account [7]. In addition, a binary modulation
with b(k)

i ∈ {−1, 1} is considered in the remainder of the section.
In order to provide intuitive explanations for some of the multiple-access mitigation

algorithms below, the special case of the signal model in (8.5) for single-path channels
can be useful. In that case, α

(k)
1 = 1 and α

(k)
l = 0 for l > 1 and ∀k are considered.

Therefore, one sample is collected from each frame, resulting in the following received
signal vector for the 0th symbol of user 1 [6]:

r = [r1,0 r1,1 · · · r1,N f−1]T , (8.13)

where r1, j is as given in (8.5), with the kth element of s1, j being expressed as

[
s1, j

]
k
=
{

1 , k = 1

d (1)
j d (k)

j I{c(k)
j =c(1)

j } , k = 2, . . . , K
. (8.14)

Here, I{c(k)
j =c(1)

j } denotes an indicator function that is equal to one if c(k)
j = c(1)

j , and zero

otherwise. It is noted from (8.14) that, for single-path channels, no IFI exists, and the
main source of interference becomes the MAI. The received signal in (8.13) can be
expressed in the vector form as

r = SAb+ n , (8.15)

where b =
[
b(1)

0 · · · b(K )
0

]T
, n is a K × 1 vector of independent and identically distributed

(i.i.d.) Gaussian noise components, n ∼ N (0 , σ 2
n I), and S is the N f × K signature

matrix, the j th row of which is given by sT
1, j in (8.14) [6].
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Since IR-UWB systems transmit pulses with a low duty cycle, signals from some of
the users may not collide with the pulses of the desired user. In that case, the signals of
such users can be excluded from the signal model in (8.15), and a simpler model can be
obtained. If K1 is the number of users colliding with the pulses of user 1, the received
signal vector can be expressed as [14]

r = S1A1b1 + n , (8.16)

where b1 is a (K1 + 1)× 1 vector consisting of the information symbols from the first
user and the users colliding with that user, A1 is a diagonal matrix with the first element
being the amplitude of the signal from user 1 and the remaining elements being the
amplitudes of the users’ signals colliding with user 1, and the N f × (K1 + 1) signature
matrix S1 is obtained from S in (8.15) by removing the columns corresponding to
elements that do not collide with the first user [6].

8.1.1.1 Maximum likelihood based detectors
The optimal detector that minimizes the average probability of error is specified by
the maximum likelihood (ML) detector for equally likely information symbols [23].
Specifically, the ML detector selects the information symbols that maximize the log-
likelihood function. The complexity of the ML detector grows exponentially with the
number of users K ; namely, O(2K ) [6,15,24]. In order to provide an alternative detector
with lower complexity, one can consider the samples at instants only when the pulses
from the desired user, user 1, arrives. Then, the following quasi-ML detector can be
obtained [14]:

b̂(1) = arg max
b(1)∈{−1,1}

∑
b̃∈{−1,1}K1

∥∥∥r− S1A1

[
b(1) b̃

]T∥∥∥2
, (8.17)

where r, S1, and A1 are as in (8.16), and K1 denotes the number of users colliding with
the first user.

It is noted from (8.17) that the complexity of the quasi-ML detector is O(2K1 ), which
can be significantly lower than that of the optimal ML detector when the number of
users colliding with the first user is small. In addition, the quasi-ML detector can be
considered as the optimal detector given the received samples only at the instants when
the pulses from user 1 arrive. However, compared to the ML detector with chip-rate
sampling, the quasi-ML detector suffers from a performance loss [6].

8.1.1.2 Linear detectors
Due to the high computational complexity of ML-based detectors, linear detectors can
be preferred in some applications in order to provide low-complexity solutions with
reasonable performance [6, 25]. A linear detector obtains a linear combination of the
received signal samples, and estimates the information bit as the sign of the combined
samples. Namely,

b̂(1) = sign
{
θT r
}

, (8.18)
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where θ represents a weighting vector, and r is the vector of received signal samples.
The performance and complexity of linear receivers depend on the approach for setting
the weighting vector θ, as discussed below.

Pulse discarding detectors
A simple approach to determine the weighting vector in (8.18) is to discard all the
received signal samples that are (significantly) affected by MAI. For example, a blinking
receiver (BR) ignores all the samples that are corrupted by any of the pulses of interfering
users and makes use of only the uncorrupted pulses [14]. Specifically, based on the
received signal model in (8.13), the weighting vector in (8.18) is expressed for a BR as

[θ] j =
{

1 , if [s1, j ]2 = · · · = [s1, j ]K = 0

0 , otherwise
(8.19)

for j = 1, . . . , N f , where [θ] j denotes the j th component of θ.
It should be noted that a BR needs to know which samples are affected by interference

in order to determine the weighting vector in (8.19). In addition, its performance can
degrade in the presence of weak interfering signals colliding with many of the pulses of
the desired user [6]. In other words, since a BR completely ignores the information in the
received signal samples with interference, it can lose useful information in the received
signals as well, especially in weak interference scenarios. Therefore, in some cases, it
can perform worse than the conventional matched filter detector, which is designed for
single user cases and sets θ = 1 [26].

In order to achieve improved performance in the presence of weak interferers, the
chip discriminator, which ignores only the signal samples with significant interference,
can be used [27]. In that case, the weighting vector can be set as follows:

[θ] j =
{

1 , if max
{√

E2

∣∣[s1, j ]2

∣∣, . . . ,√EK

∣∣[s1, j ]K

∣∣} < τcd

0 , otherwise
, (8.20)

where τcd is a threshold that is used to determine the significantly corrupted signal
samples [25].

Quasi-decorrelator
Since an IR-UWB system can be regarded as a type of CDMA system, decorrelators can
be employed to mitigate the effects of MAI [14]. A decorrelator is a linear detector that
determines its weighting vector in order to cancel out MAI. In other words, it perfectly
cancels out MAI in the absence of background noise; however, its performance degrades
as the noise power increases [15]. The weighting vector calculation for a decorrelator
requires the inversion of a K × K matrix. However, based on the simplified signal
model in (8.16), which considers only the users that interfere with the desired user, a
simplified version of the decorrelator, called quasi-decorrelator [14], can be defined by
the following weighting vector

θ = S1 s̃decor , (8.21)
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where s̃decor represents the first column of
(
ST

1 S1

)−1
with S1 denoting the signature

matrix in (8.16).
It is noted that the quasi-decorrelator requires the inversion of a (K1 + 1)× (K1 + 1)

matrix, where K1 is the number of users interfering with the desired user. As studied
in reference [14], the quasi-decorrelator can provide significant complexity reduction in
some cases. However, its performance is practically equivalent to that of the BR, and
degrades significantly when the number of users is large [6].

Quasi-MMSE detector
A decorrelator determines the weighting vector in order to cancel out MAI in the absence
of noise. On the other hand, the conventional matched filter detector equally combines
the received signal samples, which is the optimal approach in the absence of MAI.
In the presence of both MAI and noise, the minimum mean-squared error (MMSE)
detector provides an efficient mitigation of both effects [15]. Similar to the decorrelator,
the MMSE detector requires the inversion of a K × K matrix. However, for IR-UWB
systems, the simplified signal model in (8.16) can be used to obtain the quasi-MMSE
detector [14], which is specified by the following weighting vector:

θ = S1 s̃mmse , (8.22)

where s̃mmse represents the first column of
(
ST

1 S1 + σ 2
n (A1)−2

)−1
.

When the main source of error is MAI, the quasi-MMSE detector and the quasi-
decorrelator have similar performance. On the other hand, when the noise is the main
source of error, the quasi-MMSE detector performs similarly to the conventional matched
filter detector.

Optimal and suboptimal schemes for multipath channels
Although the linear detectors above are explained based on the simplified signal model
in (8.16), high time resolution of UWB signals results in a large number of multipath
components in practice. Therefore, IR-UWB receivers need to combine not only the
signals in different frames but also the multipath components in each frame efficiently
in order to achieve low error rates. To that aim, a Rake receiver as shown in Figure 8.2
can be employed to collect signal samples from M multipath components in each frame.
It should be noted that since there are a large number L of multipath components in
typical UWB channels, M is commonly smaller than L due to complexity constraints.
Such Rake receivers that combine only a subset of the multipath components are called
selective Rake receivers [28]. In a selective Rake receiver, it is important to optimally
select M of the multipath components that are used at the receiver branches in Figure 8.2;
this is called the finger selection problem [29]. After selecting the multipath components,
it is also important to combine the signal samples optimally. In this part, it is assumed
that finger selection has already been performed, and the aim is to obtain various linear
detector structures with various performance and complexity.

Optimal linear MMSE detector First, the optimal linear detector for user 1 is obtained
according to the MMSE criterion. Consider the received signal samples rl, j in (8.5) for
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l ∈ L = {l1, . . . , lM} and j ∈ {1, . . . , N f }, and let r represent an N × 1 vector consisting
of the distinct samples rl, j for (l, j) ∈ L× {1, . . . , N f }:

r =
[
rl1, j (1)

1
· · · rl1, j (1)

m1
· · · rlM , j (M)

1
· · · rlM , j (M)

m M

]T
, (8.23)

where
∑M

i=1 mi = N denotes the total number of samples, with N ≤ M N f [7]. From
(8.5), r can be expressed as1

r = SAb+ n , (8.24)

where A and b are as in (8.5) and n ∼ N (0 , σ 2
n I). Also, S denotes a signature matrix,

which has sT
l, j in (8.7) for (l, j) ∈ C as its rows, where

C =
{(

l1, j (1)
1

)
, . . . ,

(
l1, j (1)

m1

)
, . . . ,

(
lM , j (M)

1

)
, . . . ,

(
lM , j (M)

mM

)}
. (8.25)

Based on (8.7)–(8.10), S can be expressed as S = S(SP) + S(IFI) + S(MAI). Then, after
some manipulation, r becomes

r = b(1)

√
E1

N f
(α+ e)+ S(MAI)Ab+ n , (8.26)

where α =
[
α

(1)
l1

1T
m1
· · ·α(1)

lM
1T

mM

]T
, with 1m denoting an m × 1 vector of all ones, and e

is an N × 1 vector with elements el, j = d (1)
j

∑
(n,m)∈Al, j

d (1)
m α(1)

n for (l, j) ∈ C [7]. The
received signal samples in (8.26) can also be expressed as the summation of the signal
and the total noise terms as follows [7]:

r = b(1)β+ w, (8.27)

where

β =
√

E1

N f
(α+ e) , (8.28)

w = S(MAI)Ab+ n . (8.29)

For the signal model in (8.27), the optimal weights in (8.18) according to the MMSE
criterion are given by

θ = (ββT + Rw
)−1

β = c R−1
w β , (8.30)

where Rw = E{wwT } and c = (1+ SINR)−1, with SINR = βT R−1
w β denoting the

signal-to-interference-plus-noise ratio [15]. Note that the correlation matrix Rw can
be calculated from (8.29) for equiprobable symbols as

Rw = S(MAI)A2
(
S(MAI)

)T + σ 2
n I . (8.31)

It is noted from (8.30) and (8.31) that the calculation of the MMSE weighting vector
requires the inversion of an N × N matrix, which can result in high computational

1 The symbol index i is dropped from bi for notational convenience.
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complexity when the number of frames and/or the number of receiver branches (Rake
fingers) is large [30].

Two-step MMSE detector In order to reduce the complexity of the linear MMSE
detector specified by (8.18) and (8.30), a two-step MMSE combining approach can be
considered [7]. In that case, the received signal samples r in (8.23) are first grouped into
N1 vectors as

rn = b(1)βn + wn , (8.32)

for n = 1, . . . , N1. Then, the samples in each group are combined according to the
MMSE criterion via the following weighting vectors [30]:

θn =
(
βnβ

T
n + Rwn

)−1
βn = cnR−1

wn
βn , (8.33)

where cn = (1+ βT
n R−1

wn
βn)−1 and Rwn = E{wnwT

n } . In the second step, the combined
samples, θT

1 r1, . . . , θ
T
N1

rN1 , are combined again according to the MMSE criterion. In
order to formulate the second step, let r̂ denote the set of combined samples at the end
of the first step; that is,

r̂ = [θT
1 r1 · · · θT

N1
rN1

]T
, (8.34)

which can be expressed as

r̂ = b(1)β̂+ ŵ , (8.35)

with β̂ = [θT
1 β1 · · · θT

N1
βN1

]T and ŵ = [θT
1 w1 · · · θT

N1
wN1 ]T . Then, the symbol estimate

is obtained as

b̂(1) = sgn
{
γT r̂
}

, (8.36)

where γ is the MMSE weighting vector for the samples in r̂, which is calculated as

γ =
(
β̂β̂

T + Rŵ

)−1
β̂ = ĉ R−1

ŵ β̂ , (8.37)

with Rŵ = E{ŵŵT } [7]. It is noted from (8.33)–(8.37) that the two-step MMSE com-
bining approach results in computational complexity reduction compared to the MMSE
detector specified by (8.18) and (8.30). Specifically, it can be shown that the complexity
of the former is O(N 1.8) whereas it is O(N 3) for the latter [30]. This complexity reduc-
tion is accompanied by performance degradation in general, since each group ignores
the information about the other groups in the first step of the two-step MMSE detector.
However, whenever the noise samples in w1, . . . ,wN1 of (8.32) are mutually uncorre-
lated, the two-step MMSE detector becomes the optimal linear detector, as discussed in
reference [7]. In other words, the two-step MMSE detector is optimal when the corre-
lation matrix Rw in (8.31) has a block diagonal structure. When the correlation matrix
does not have such a structure, grouping the highly correlated samples into the same
group to obtain a “near block diagonal” structure can increase the performance of the
two-step MMSE detector. To that aim, the following grouping algorithm is proposed in
reference [7]:
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1. S = {1, . . . , N }
2. for i = 1 : N1 − 1
3. Choose a random sample s from S
4. S = S − {s}
5. S̃i = {s}
6. for j = 1 : N̂i − 1
7. l̃ = arg max

l∈S
∑

k∈S̃i
|ρlk |

8. S̃i = S̃i ∪ {l̃}
9. S = S − {l̃}

10. S̃N1 = S

where N̂i denotes the number of samples in group i , for i = 1, . . . , N1, and the correla-
tion coefficient ρlk is given by

ρlk = [Rw]lk√
[Rw]ll[Rw]kk

, (8.38)

which is used as a measure for the level of correlation between any two samples. This
low-complexity grouping algorithm begins with a random sample for each group, and
then chooses the most correlated samples from the available index set S to form a group
of highly correlated samples. Then, the resulting sets of indices S̃1, . . . , S̃N1 specify the
groups of received signal samples to be combined in the first step of the two-step MMSE
detector.

The idea behind the two-step MMSE detector can also be employed for multistep
MMSE detectors. In other words, the received signal samples can be combined in more
than two steps as well in order to achieve further reduction in computational complexity.
However, performance degradation becomes more significant as the number of steps
increases.

Optimal frame combining (OFC) detector In order to propose a two-step linear detector
with lower computational complexity than the two-step MMSE detector, one can consider
the OFC detector proposed in reference [31]. The OFC detector first combines the
multipath components in each frame according to the maximal ratio combining (MRC)
criterion, which is suboptimal in general, and then combines those combined samples
in different frames according to the optimal linear MMSE criterion. Mathematically, the
i th information symbol (bit) is estimated as

b̂(1) = sign

⎧⎨⎩
(i+1)N f−1∑

j=i N f

θ̂ j

∑
l∈L

α
(1)
l rl, j

⎫⎬⎭ , (8.39)

where θ̂i N f , . . . , θ̂(i+1)N f−1 are the MMSE weights for the i th bit, and L = {l1, . . . , lM }
represents the set of multipath components utilized at the receiver [31].

Optimal multipath combining (OMC) detector The OMC detector is the complement
of the OFC detector in the sense that it combines, for each multipath component, the
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Figure 8.3 Bit error probability (BEP) versus signal-to-noise ratio (SNR) for the optimal,
conventional, and two-step algorithms in a 5-user IR-UWB system over the channel, where
Nc = 10, N f = 8, L = {1, 2, 3, 4}, and Ek = 1 ∀k ( c© 2006 IEEE) [30].

received signal samples from different frames suboptimally via equal gain combining
(EGC), and then combines the combined samples for different multipath components
according to the optimal linear MMSE criterion. In other words, the i th information bit
is estimated as

b̂(1) = sign

⎧⎨⎩∑
l∈L

θ̃l

(i+1)N f−1∑
j=i N f

rl, j

⎫⎬⎭ , (8.40)

where θ̃l1 , . . . , θ̃lM are the MMSE weights [31].
In order to compare the performance of the linear detectors studied in this section,

consider the downlink of an IR-UWB system with five users (K = 5), where Ek =
1 ∀k [30]. The number of chips per frame, Nc, is equal to 10 and the discrete CIR
is given by α(k) = [−0.4019 0.5403 0.1069− 0.0479 0.0608 0.0005] ∀k [32]. The TH
sequences and polarity codes of the users are selected from uniform distributions, and
the results are averaged over different realizations. For the two-step MMSE detector, the
numbers of samples in the groups are chosen to be equal. In the first scenario, N1 = 2,
N f = 8, and L = {1, 2, 3, 4}; i.e., only the first four multipath components are utilized
at the receiver. Figure 8.3 illustrates the bit error probability (BEP) versus signal-to-
noise ratio (SNR) for the optimal linear MMSE, the conventional,2 and the two-step
MMSE (with and without grouping) receivers. It is observed that the performance of
the two-step MMSE receiver is close to that of the optimal linear MMSE receiver, and
the conventional receiver, which combines the multipath components via MRC and the

2 The conventional detector combines different multipath components via MRC and different frame compo-
nents via EGC.
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Figure 8.4 BEP versus SNR for the optimal, conventional, and two-step algorithms for various
values of N1, where the same parameters are used as in Figure 8.3 ( c© 2006 IEEE) [30].

frame components via EGC, has the worst performance. In addition, the advantage of
grouping is observed for the two-step MMSE detector [30].

Next, the same parameters as in the previous scenario are considered, and the per-
formance of the two-step MMSE detector with grouping is investigated for various
numbers of groups, N1, in Figure 8.4. As the number of groups increases, the algorithm
gets more suboptimal due to the fact that the MMSE combining in each group ignores
the information about the other groups. However, as N1 gets close to N , which is 32 in
this case, the detector starts performing better, since the MMSE combining in the second
step becomes more effective (e.g., N1 = 16 performs better than N1 = 8). In fact, for
N1 = N , the two-step MMSE detector reduces to the optimal linear MMSE detector,
since there occurs no combining in the first step since each group consists of a single
sample in that case [7].

Finally, the performance of the two-step MMSE detector, the OMC detector, and the
OFC detector is compared for N f = N1 = 5 and L = {1, 2, 3, 4, 5}. Figure 8.5 shows
that the two-step MMSE detector performs better than the OMC and OFC detectors as
the optimal MMSE criterion is employed in both steps of the two-step MMSE detector
whereas the OMC and OFC detectors employ EGC and MRC, respectively, in their first
steps [7].

8.1.1.3 Iterative algorithms
Iterative MUD algorithms exchange soft information, in the form of posterior probabil-
ities, between MUD and channel decoding units in order to provide low-complexity and
near-optimal demodulation in coded multiple-access channels [6, 33]. This turbo prin-
ciple of iteration among the two decision units, i.e., soft MUD and soft channel decoding,
can also be used for IR-UWB systems that employ any kind of channel coding [34–38].
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in Figure 8.4 ( c© 2006 IEEE) [30].

In reference [35], a low-complexity iterative receiver is proposed for convolutionally
coded IR-UWB systems, which is mainly composed of pulse correlators, soft interfer-
ence canceler-likelihood calculators (SICLCs), soft-input soft-output (SISO) channel
decoders, interleavers, and deinterleavers. The pulse correlator for user k correlates the
received signal r (t) with the received pulse prx(t), and sends the correlation outputs to
the SICLC unit. In the SICLC unit for user k, the total interference from all other users
is calculated based on the soft information provided by the SISO channel decoders, and
is subtracted from the correlation output corresponding to user k [6]. Then, based on
the resulting output for user k, the log-likelihood ratio (LLR) for bit k is obtained by a
single-user likelihood calculator [35]. That LLR forms the soft (extrinsic) information
to be delivered to the kth SISO channel decoder, which uses it as the a priori information
and calculates an update of LLRs for the coded bits based on the code constraint. Then,
those updated LLRs are sent to the SICLC block for the next iteration. After a number
of iterations, the bit decisions are obtained based on the LLRs calculated by the SISO
channel decoders [6, 35].

Although the iterative multiuser detectors for CDMA systems can be applied to IR-
UWB systems [34–38], iterative algorithms that exploit the special structure of IR-UWB
signaling can result in low-complexity receivers [14,39]. Specifically, iterative multiuser
detectors can be designed for IR-UWB systems by regarding the IR-UWB signaling
structure as a concatenated coding system, where the inner code is the modulation
and the outer code is the repetition code. In reference [39], a low-complexity iterative
receiver, called the pulse-symbol iterative detector, is proposed for IR-UWB systems
over frequency selective channels. In order to describe this detector in more detail,
let Lk = {lk

1 , . . . , lk
M}, with lk

m ∈ {1, 2, . . . , L} and M ≤ L , denote the indices of the
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Figure 8.6 The general structure of the multiuser receiver in reference [39], where prx(t) denotes
the received UWB pulse.

signal paths the receiver samples for user k, and r (k)
l, j represent the received sample

corresponding to the j th pulse of the kth user via the lth signal path (see Figure 8.6). In
addition, the receiver combines the samples from the M multipath components in each
frame via MRC for each user, and the resulting combined sample in the j th frame of
user k is denoted by

r̃ (k)
j =

M∑
m=1

α
(k)
lk
m

r (k)
m, j , (8.41)

where α
(k)
lk
m

is the channel coefficient for the lk
m th path of user k. Based on the signal

samples in (8.41), the pulse-symbol detector performs iterations between pulse detector
and symbol detector stages in order to estimates the information symbols of the users
[39].

Pulse detector In this stage, different pulses from the same user are assumed to cor-
respond to independent information symbols. In other words, although it is known a
priori that b(k)

(i−1)N f+1 = · · · = b(k)
i N f

for all k ∈ {1, . . . , K }, the pulse detector ignores this

information, where b(k)
j represents the information symbol carried by the j th pulse of

the kth user. At the nth iteration, the pulse detector calculates the a posteriori LLR of
b(k)

j , given r̃ (k)
j in (8.41), the information about the transmitted pulses from other users,

and the a priori information about b(k)
j provided by the symbol detector, as [14]

Ln
1

(
b(k)

j

) �= log
Pr
(

b(k)
j = 1| r̃ (k)

j

)
Pr
(

b(k)
j = −1| r̃ (k)

j

) (8.42)

= log
f
(

r̃ (k)
j | b(k)

j = 1
)

f
(

r̃ (k)
j | b(k)

j = −1
) + log

Pr
(

b(k)
j = 1

)
Pr
(

b(k)
j = −1

) (8.43)
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for j = 1, . . . , N f and k = 1, . . . , K , where f
(

r̃ (k)
j | b(k)

j = i
)

is the likelihood of the

j th combined sample for the kth user given that the transmitted symbol is equal to i . It
is observed that the a posteriori LLR is the sum of the a priori LLR of the transmitted
symbol,

log
Pr
(

b(k)
j = 1

)
Pr
(

b(k)
j = −1

) �= λn−1
2

(
b(k)

j

)
, (8.44)

and the extrinsic information provided by the pulse detector about the transmitted
symbol,

log
f
(

r̃ (k)
j | b(k)

j = 1
)

f
(

r̃ (k)
j | b(k)

j = −1
) �= λn

1

(
b(k)

j

)
. (8.45)

Explicit expressions are provided in reference [39] for calculating the a posteriori LLR
in (8.43).

Symbol detector The symbol detector utilizes the fact that b(k)
(i−1)N f+1 = · · · = b(k)

i N f

for all k ∈ {1, . . . , K }. Therefore, it calculates the a posteriori LLR of b(k)
j given the

extrinsic information from the pulse detector, and given b(k)
(i−1)N f+1 = · · · = b(k)

i N f
for all

k ∈ {1, . . . , K }, which results in the following expression [14]:

Ln
2

(
b(k)

j

) �= log
Pr

(
b(k)

j = 1|
{
λn

1

(
b(k)

j

)}N f ,K

j=1,k=1
; constraints on pulses

)
Pr

(
b(k)

j = −1|
{
λn

1

(
b(k)

j

)}N f ,K

j=1,k=1
; constraints on pulses

)

=
N f �( j−1)/N f �+N f∑

i=N f �( j−1)/N f �+1,i �= j

λn
1

(
b(k)

i

)
︸ ︷︷ ︸

λn
2

(
b(k)

j

)
+λn

1

(
b(k)

j

)
, (8.46)

where the constraints are b(k)
(i−1)N f+1 = · · · = b(k)

i N f
for every k ∈ {1, . . . , K }. It is

observed from (8.46) that the a posteriori LLR at the output of the symbol detector
is the sum of the prior information from the pulse detector, λn

1

(
b(k)

j

)
, and the extrinsic

information about b(k)
j , denoted by λn

2

(
b(k)

j

)
, which is obtained from the information

about all the pulses except for the j th pulse of the kth user. In the next iteration, this
information is fed back to the pulse detector as a priori information on the j th pulse of
the kth user [39].

The complexity of the pulse-symbol detector described above depends considerably
on the number of pulses per information symbol, N f . In some cases, an increase in N f

can increase the computational complexity significantly. Therefore, two low-complexity
implementations are proposed in reference [39]. The first one is based on approximating
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Figure 8.7 BEP versus SNR for various receivers ( c© 2008 IEEE) [39].

a part of the MAI by a Gaussian random variable, whereas the second one is based
on soft interference cancelation. In Figure 8.7, the average probabilities of error are
plotted versus SNR for both algorithms, where the labels “LC” and “SIC” correspond to
the first and the second algorithms, respectively. In the simulations for Figure 8.7, 100
realizations of channel model 1 (CM-1) in the UWB indoor channel model reported by
the IEEE 802.15.3a task group are used [40], and the uplink of a synchronous IR-UWB
system with N f = 5, Nc = 250, and a bandwidth of 0.5 GHz is considered. Also, the
TH sequences are generated uniformly over {0, 1, . . . , Nc − L − 1} in order to prevent
IFI [39]. In addition, a five-user environment is considered (i.e., K = 5), where the
first user is assumed to be the user of interest. Each interfering user is modeled to
have 10 dB more power than the user of interest so as to investigate an MAI-limited
scenario. In all the receivers, the first 25 multipath components are employed; that is,
L1 = {1, . . . , 25}. It is observed from Figure 8.7 that the error rates of the proposed
detectors are considerably lower than those of the MRC-Rake, which refers to the
performance of a conventional MRC-Rake receiver as in reference [41]. In addition,
just after two iterations, the performance of the proposed detectors gets very close to
that of a single-user system. Furthermore, the low-complexity implementation based
on the Gaussian approximation outperforms the low-complexity implementation based
on soft interference cancelation after the first iteration, which is a price paid for the
lower complexity of the latter algorithm. However, after two iterations, both detectors
perform very closely to the single-user bound. As another example, the performance
of the detectors that employ only the first five multipath components (that is, L1 =
{1, 2, 3, 4, 5}) is investigated in Figure 8.8. The iterative detectors can still perform
very closely to the single-user bound, whereas the MRC-Rake experiences an error
floor [39].



8.1 Mitigation of multiple-access interference (MAI) 207

0 2 4 6 8 10 12 14 16
10

−4

10
−3

10
−2

10
−1

10
0

SNR (dB)

B
it 

E
rr

or
 P

ro
ba

bi
lit

y

LC 1st iter.
LC 2nd iter.
SIC 1st iter.
SIC 2nd iter.
MRC Rake
Single−User Bound

Figure 8.8 BEP versus SNR for various receivers ( c© 2008 IEEE) [39].

8.1.1.4 Other approaches for receiver design
In addition to the ML based, linear, and iterative detectors discussed above, the following
approaches can also be employed for MAI mitigation in UWB systems:

Frequency domain approaches
Instead of processing the received signal samples in the time domain, one can take the
Fourier transform of the signal samples, and perform MAI mitigation in the frequency
domain as well [42–45]. In reference [42], an IR-UWB system that employs PPM is
considered, and the Fourier transform of the received signal is taken by correlating the
received signal with sinusoidal waveforms at different center frequencies. In this way,
the problem of estimating the pulse positions in the time domain is converted into a phase
estimation problem in the frequency domain, which results in a linear signal model.
Then, typical linear detectors, such as the MMSE detector and the decorrelator, can be
employed [6, 25]. The study in reference [43] extends the results in reference [42] to
multipath channels. In addition, reference [45] proposes an ML detector in the frequency
domain by exploiting the frequency correlation of MAI in direct sequence (DS) UWB
systems.

Subspace approaches
Projection of a received signal vector onto a lower dimensional signal subspace can
facilitate detector design with low computational complexity [25]. For example, the
implementation of the optimal linear MMSE detector studied in Section 8.1.1.2 can be
simplified by determining a low-rank subspace spanned by the columns of the covariance
matrix. One way to achieve this rank-reduction is via principal component analysis
[46, 47], which uses the eigen-decomposition of the covariance matrix to determine a
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signal subspace spanned by the eigenvectors associated with the largest eigenvalues and
a noise subspace spanned by the eigenvectors associated with the remaining eigenvalues.
Then, the received signal vector is projected onto this signal subspace [6]. The application
of this subspace approach to IR-UWB systems is studied in reference [48]. Another
technique for rank-reduction is the multistage Wiener filter (MSWF) approach [49,50],
which does not require any eigen-decomposition, and commonly outperforms the other
rank-reduction approaches [51].

Subtractive interference cancelation
In this approach, the aim is to estimate the MAI and to subtract it from the received
signal [15,16,52]. One way of implementing this approach is to use successive interfer-
ence cancelation, which estimates the interference due to each user and subtracts it from
the received signal sequentially. In reference [53], successive interference cancelation
is employed for UWB systems, by ranking the users according to their post-detection
SNRs, and subtracting signal estimates sequentially (starting from the strongest user)
from the received signal. Also, a partial Rake receiver is used to collect the energy of
different multipath components [25]. Another study on subtractive interference cance-
lation for UWB system can be found in reference [54], which regenerates the interfering
signals via a low-complexity partial Rake receiver. In addition to successive interference
cancelation, the parallel interference cancelation approach detects all the signals in par-
allel and subtracts the interference estimate for each user (sum of all the signal estimates
except for the desired user’s) from the received signal. This procedure can be repeated a
number of times in order to achieve improved performance, by using the results of the
previous step to regenerate the interference [6]. Finally, the multistage detection and the
decision feedback approaches can also be employed for MAI mitigation [15].

Blind approaches
For detectors that assume the knowledge of received signal parameters, such as the
correlation matrix in (8.31), training sequences need to be used in practice in order to
estimate those parameters before the detector can be implemented. On the other hand,
blind detectors do not assume the knowledge of received signal parameters except for
the signature vector and the timing of only the desired user and do not employ any
training sequences [25, 55]. An example of the blind interference cancelation approach
is the minimum variance (MV) detector, which aims to minimize the output variance
with respect to a certain code-based constraint in order to estimate the desired user’s
signal while canceling the multiuser interference [56]. As another example, the power
of R (POR) technique can be considered, which takes the power of the data covariance
matrix to virtually increase the SNR [57]. In fact, the MV detector can be regarded as a
special case of the POR detector [25].

8.1.2 Coding design for MAI mitigation

In the previous sections, MAI mitigation is achieved via various signal processing
algorithms at the receiver. In this section, the effects of coding design on the mitigation
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of MAI are investigated. In particular, the design of TH sequences and/or polarity codes
in (8.1) is studied from a perspective of MAI mitigation.

8.1.2.1 Time-hopping sequence design
For synchronous IR-UWB systems over flat fading channels, it is possible to design Nc

orthogonal TH sequences and to perform MAI-free communications, where Nc is the
number of chips per frame in (8.1). Specifically, TH sequences can be chosen to satisfy
c(k1)

j �= c(k2)
j for k1 �= k2 and for all j . One way of designing orthogonal TH sequences

is based on the use of congruence equations [25, 58, 59]. In particular, linear, quadratic,
cubic, and hyperbolic congruence codes (LCC, QCC, CCC, and HCC) can be used for
TH sequences in IR-IWB systems. For instance, a variant of linear congruence codes
can be expressed as [58]

c(k)
j = (k + j − 1) mod (Nc) , (8.47)

for j ∈ {0, 1, . . . , N f − 1} and k ∈ {1, . . . , Nc}, where mod denotes the modulo opera-
tor. Based on the code construction technique in (8.47), it becomes possible to accommo-
date Nc orthogonal users in a synchronous IR-UWB system for flat fading channels [6].

Due to the high time resolution of UWB signals, IR-UWB systems commonly operate
over frequency selective channels. Therefore, the TH sequence design techniques, such as
that in (8.47), need to be generalized by considering the multipath characteristics of UWB
channel channels. In references [60, 61], the following TH sequence design approach is
proposed for synchronous IR-UWB systems over frequency selective environments:

c(k)
j =

(
(k − 1)D + j +

⌊
k − 1

N f

⌋)
mod (Nc) , (8.48)

for j = 0, 1, . . . , N f − 1 and k = 1, 2, . . . , Nc, where D = �τd/Tc + 1�, with τd being
the maximum excess delay, and �.� and �.� denoting the integer floor and integer ceiling
operations, respectively. In addition, the number of pulses per symbol is selected as N f =
Nc/D so that the multipath components do not destroy the orthogonal construction, and
it is possible to perform MAI-free communications for K ≤ N f [6].

In some applications, IR-UWB systems can have users with different numbers of
pulses per information symbol in order to satisfy certain quality of service (QoS)
requirements [62]. In other words, N f in (8.1) can vary from user to user. In those
scenarios, in order to facilitate the design of orthogonal TH sequences, one can consider
a more general IR-UWB signaling structure, where the constraint of inserting pulses
into certain frame intervals is removed [6, 60]. If N (k)

f denotes the number of pulses per
information symbol of the kth user, a common symbol duration can be defined in terms
of the chip duration as N

′
c =
∑K

k=1 N (k)
f . Then, the following TH sequence construction

algorithm can be employed [60]:

1. for k = 1 : K
2. c(k) = rand(S, N (k)

f )
3. S = S − c(k)

4. end
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Figure 8.9 Block diagram of the transmitter for user k in a PCTH system.

where S = {1, . . . , N
′
c}, c(k) = rand(S, N (k)

f ) chooses N (k)
f random elements from the

set S and inserts them into the vector c(k), and S − c(k) denotes the exclusion of the
elements of c(k) from the set S.

For scenarios in which the users’ signals are not synchronized, it may not be possible to
design orthogonal TH sequences. Then, the aim becomes designing TH sequences with
good autocorrelation and cross-correlation properties. Due to the similarity between
the design of time-hopping and frequency hopping codes, LCC, QCC, CCC, and HCC
can be employed for IR-UWB systems [63]. The analysis in reference [60] indicates
that QCC have reasonably good cross-correlation and autocorrelation characteristics
compared to the other options [6].

8.1.2.2 Pseudo-chaotic time-hopping
Another approach for MAI mitigation via code design is the pseudo-chaotic time-
hopping (PCTH) for IR-UWB systems [64]. In this approach, a pseudo-chaotic encoder
driven by i.i.d. binary information symbols determines the frame (also called “slot”)
in which the pulses of a given user are transmitted. In addition, signature sequences
specific to users are employed in order to mitigate the effects of MAI. A simplified
block diagram of the transmitter for user k is illustrated in Figure 8.9. Specifically, the
transmitted signal of user k for the i th information symbol is expressed as [65]

s̃(k)
i (t) =

Nc−1∑
l=0

d̃ (k)
l ptx

(
t − lTc − c̃(k)

i T f

)
, t ∈ [0, Ts) , (8.49)

where Ts is the symbol interval, which is divided into N f frames each with duration
T f , the frame duration T f consists of Nc chips (i.e., T f = NcTc), d̃ (k)

l ∈ {0, 1} is the
signature for user k, and c̃(k)

i ∈ {0, 1, . . . , N f − 1} is the output of the pseudo-chaotic
encoder that is determined by the incoming sequence of information bits. It is noted
that each user transmits its pulses in one frame depending on the value of c̃(k)

i , which
is different from the conventional IR-UWB scheme in which each user transmits one
pulse per frame. In a PCTH system, if two users transmit their pulses in different frames,
there occurs no interference; however, if they send their pulses in the same frame, the
pulses can overlap, but the effects of this overlap can be reduced by a careful design of
the users’ signature sequences d̃ (k)

l , for l ∈ {0, 1, . . . , Nc − 1}, and k = 1, . . . , K [6].
In a typical PCTH system, the i.i.d. information bits are stored in an M-bit shift

register, and the state of the system is represented by

x = 0.b1b2 . . . bM =
M∑

i=1

2−i bi , (8.50)
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Figure 8.10 Block diagram of the receiver for user k in a PCTH system.

where bi ∈ {0, 1}, and x ∈ I = [0, 1]. Dividing the interval I into I0 = [0, 0.5) and
I1 = [0.5, 1], the binary information bits are assigned to different intervals, which
implies that if a pulse is in the first half of a symbol interval, information 0 is being
transmitted and if it is in the second half, a 1 is being transmitted. Dividing the symbol
interval into N f = 2M slots, the pulse can reside in any of the N f positions in the symbol
interval. For each new information bit, the binary bits in the representation of state x
in (8.50) are shifted leftwards by discarding the old most significant bit (MSB), b1, and
assigning the new bit as the least significant bit (LSB), bM [6, 64].

In Figure 8.10, a block diagram of the PCTH receiver is illustrated, which mainly
consists of a pulse correlator, transversal matched filter, a pulse-position demodula-
tor (PPD), and a threshold detector [66]. First, the received signal is correlated with
the pulse shape and the correlator output is sampled at the chip rate. Then, the chip
rate samples are fed into a digital transversal matched filter implemented by a tapped
delay line [65]. After that, the PPD selects the largest sample among N f samples at
the output of the matched filter. Finally, the bit estimate is obtained via a threshold
detector [66].

One of the advantages of IR-UWB systems with PCTH is the random distribution of
inter-pulse intervals, which results in a smooth PSD of the transmitted signal. On the
other hand, the main disadvantage is related to the self interference from the pulses of
a given user, which can be significant in multipath channels, since all the pulses are
transmitted in the same frame interval. In addition, the synchronization can be difficult
since PCTH results in aperiodic TH sequences as the pulse positions depend on the
incoming information symbols [6].

8.1.2.3 Multistage block-spreading (MSBS)
In a conventional IR-UWB system as in (8.1), each symbol is transmitted via N f pulses,
where each pulse resides in a frame interval of duration T f that consists of Nc chips. For
the TH sequence design studies in Section 8.1.2.1, the number of chips per frame, Nc,
is considered as the upper limit on the number of users that can operate over flat fading
channels without any MAI. However, the polarity codes, d (k)

j in (8.1) can also be utilized
to increase the multiple-access capability of an IR-UWB system. In particular, the
total processing gain of an IR-UWB system can be expressed N f Nc, assuming UWB
pulses with duration Tc, which implies a significantly larger multiuser capacity [67].
The multistage block-spreading (MSBS) approach in reference [9] utilizes this large
user capacity of IR-UWB systems by means of polarity codes in addition to the TH
sequences [6]. Therefore, it has the advantage of supporting many more active users
compared to the approaches in the previous sections.

In the MSBS approach, when the total number of users satisfies K ≤ N f Nc, a TH
sequence is assigned to a group of �K/Nc� (or �K/Nc�) users. Then, the polarity codes
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Figure 8.11 Spectrum crossover between narrowband and UWB systems.

(forming a “multiuser address”) are used to distinguish among the users in the same
group. In addition, the users in different groups are separated by their TH sequences.
Therefore, the same polarity codes can be assigned to the users in different groups. By
this joint use of the TH sequence and the polarity codes, N f Nc orthogonal user signals
can be constructed [6, 9].

In an MSBS IR-UWB system, the transmitter first spreads a block of symbols, and
then performs chip-interleaving. In this way, the mutual orthogonality between different
users can be preserved even for multipath channels. At the receiver, the received signal
is despread by a linear filtering stage, which essentially reduces the multiple-access
channel into a set of single-user ISI channels. Then, an equalizer can be used for a
given user before the symbol detection without any need for additional multiuser signal
processing [6, 9].

8.2 Mitigation of narrowband interference (NBI)

UWB systems operate at a very low power over extremely wide frequency bands (wider
than 500 MHz), where various narrowband (NB) technologies also operate with much
higher power levels, as illustrated in Figure 8.11. Although NB signals interfere with only
a small fraction of the UWB spectrum, due to their relatively high power with respect
to the UWB signal, they might affect the performance and capacity of UWB systems
considerably [68]. The recent studies show that the bit-error-rate (BER) performance of
UWB receivers is greatly degraded due to the impact of NBI [69–74]. Therefore, either
UWB transmitters should avoid transmission over the spectra of strong NB interferers, or
UWB receivers should employ NBI suppression techniques to preserve the performance,
capacity, and range of UWB communications.

NBI mitigation has been studied extensively for wideband systems such as direct
sequence spread spectrum (DSSS)-based CDMA communications, and for broadband
orthogonal frequency division multiplexing (OFDM) systems that operate in unlicensed
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frequency bands. In CDMA systems, NBI is partially handled by the processing gain
as well as by employing interference cancelation techniques. Approaches including
notch filtering [75], linear and nonlinear predictive techniques [76–80], adaptive meth-
ods [81–84], MMSE detectors [85, 86], and transform domain techniques [87–91] are
investigated extensively for interference suppression. NBI cancelation and avoidance in
OFDM systems are studied in [92–95]. Compared to the cases of CDMA and OFDM,
NBI suppression in UWB is a more challenging problem because of the restricted power
transmission and the higher number of NB interferers due to the extremely wide band-
width occupied by a UWB system. More significantly, in carrier modulated wideband
systems, before demodulating the received signal both the desired wideband and the
NB interfering signals are down-converted to the baseband, and the baseband signal is
sampled at least with the Nyquist rate, which enables the use of various efficient NBI
cancelation algorithms based on advanced digital signal processing techniques. In UWB,
on the other hand, this kind of an approach requires a very high sampling frequency,
which results in high power consumption and increases the receiver cost. In addition
to the high sampling rate, the analog-to-digital-converter (ADC) must support a very
large dynamic range to resolve the signal from the strong NB interferers. Currently, such
ADCs are far from being practical. An alternative method to suppress NBI applied in
wideband systems is to use analog notch filters. To be employed in UWB, this method
requires a number of NB analog filter banks, since the frequency and power of the NB
interferers can be various. Also, adaptive implementation of the analog filters is not
straightforward. Therefore, employing analog filtering increases the complexity, cost,
and size of UWB receivers. As a result, many of the NBI suppression techniques applied
to other wideband systems are either not applicable to UWB, or the complexities of
those methods are too high for the UWB receiver requirements.

In the remainder of this section, first, appropriate models for UWB and narrowband
systems will be introduced. Later, techniques for avoiding NBI in UWB systems includ-
ing multiband/multicarrier transmission and pulse shaping will be reviewed. Finally,
some important NBI cancelation methods that might be applied to UWB systems will
be addressed.

8.2.1 UWB and narrowband system models

It is necessary to investigate the models of the UWB signal and narrowband interferers
for a thorough understanding of NBI effects on UWB systems. Considering a binary
pulse position modulated (BPPM) IR-UWB signal, the transmitted waveform can be
modeled as [96]

s(t) =
∞∑

j=−∞
ptx(t − jTf − c j Tc − a δ) , (8.51)

where ptx denotes the transmitted UWB pulse, Tf is the pulse repetition duration, c j is
the TH code in the j th frame, Tc is the chip time, δ is the pulse position offset regarding
BPPM, and a represents the data, which is a binary number.
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Depending on its type, the NBI can be modeled in various ways. For example, it can
be considered to consist of a single tone interferer, which can be modeled as

i(t) = γ
√

2Pcos(2π fct + φi ) , (8.52)

where γ is the channel gain, P is the average power, fc is the frequency of the sinusoid,
and φ is the phase.

NBI can also be thought of as the effect of a band limited interferer, then the corres-
ponding model is a zero-mean Gaussian random process, and its PSD is as follows:

Si ( f ) =
{

Pint , fc − B
2 ≤ | f | ≤ fc + B

2
0 , otherwise

, (8.53)

where B, fc, and Pint are the bandwidth, center frequency, and PSD of the interferer,
respectively.

Since the NB signal has a bandwidth much smaller than the coherence bandwidth
of the channel, the time domain samples of the NBI are highly correlated with each
other. Therefore, for the investigation of the NB interferers, the correlation functions
are of primary interest, rather than the time- or frequency domain representations. The
correlation functions corresponding to the single tone and band-limited cases can be
written as

Ri (τ ) = Pi |γ |2 cos(2π fcτ ) , (8.54)

Ri (τ ) = 2Pint B cos(2π fcτ ) sinc(Bτ ) , (8.55)

respectively. The resulting correlation matrices for the kth and lth interference samples
are [97]

[Ri ]k,l = 4Ns Pi |γ |2|Wr ( fc)|2[ sin(π fcδ)
]2

cos
(
2π fc(τk − τl )

)
(8.56)

for the single tone interferer, and

[Ri ]k,l = 2Ns Pint B|Wr ( fc)|2

×
[

2 cos
(
2π fc(τk − τl)

)
sinc
(

B(τk − τl )
)

− cos
(
2π fc(τk − τl − δ)

)
sinc
(

B(τk − τl − δ)
)

− cos
(
2π fc(τk − τl + δ)

)
sinc
(

B(τk − τl + δ)
) ]

(8.57)

for the case of band-limited interference, where |Wr ( fc)|2 is the PSD of the received
signal at the frequency fc.

Another strong candidate for UWB communications besides the impulse radio is the
multicarrier approach, which can be implemented using OFDM. OFDM has become a
very popular technology for wireless communications due to its special features such
as robustness against multipath interference, ability to allow frequency diversity with
the use of efficient forward error correction (FEC) coding, and ability to provide high
bandwidth efficiency. A strong motivation for employing OFDM in UWB applications
is its resistance to NBI, and its ability to turn the transmission on and off on separate
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subcarriers depending on the level of interference. The NBI models that can be consid-
ered for OFDM include one or more tone interferers, as well as a zero-mean Gaussian
random process that occupies certain subcarriers along with white noise as

Sn(κ) =
{ Ni+Nw

2 , if κ1 < κ < κ2
Nw

2 , otherwise
, (8.58)

where κ is the subcarrier index, κ1 is the index of the first occupied subcarrier, κ2 is the
index of the last occupied subcarrier, and Ni/2 and Nw/2 are the spectral densities of
the narrowband interferer and white noise, respectively.

8.2.2 NBI avoidance

NBI can be avoided at the receiver by properly designing the transmitted UWB waveform.
If the statistics of NBI are known, the transmitter can adjust the transmission parameters
appropriately. NBI avoidance can be achieved in various ways, and it depends on the
type of access technology.

8.2.2.1 Multi-carrier approach
The multi-carrier approach can be one way of avoiding NBI. OFDM, which was men-
tioned in the previous section, is a well-known example for multi-carrier techniques. In
OFDM-based UWB, NBI can be avoided easily by an adaptive OFDM system design.
Since NBI will corrupt only some subcarriers in the OFDM spectrum, only the infor-
mation transmitted over those frequencies will be affected from the interference. If
the interfered subcarriers can be identified, transmission over those subcarriers can be
avoided. In addition, by sufficient FEC and frequency interleaving, jamming resistance
against NBI can also be obtained.

At the OFDM receiver, the signal is received along with noise and interference. After
synchronization and removal of the cyclic prefix, FFT is applied to convert the time-
domain received samples to the frequency domain signal. The received signal at the κth
subcarrier of the mth OFDM symbol can then be written as

Ym,κ = Sm,κ Hm,κ + Im,κ +Wm,κ︸ ︷︷ ︸
NBI+AWGN

, (8.59)

where Sm,κ is the transmitted symbol which is obtained from a finite set (e.g., QPSK or
QAM), Hm,κ is the value of the channel frequency response, Im,κ is the NBI, and Wm,κ

denotes the uncorrelated Gaussian noise samples.
In OFDM, in order to identify the interfered subcarriers, the transmitter requires a

feedback from the receiver. The receiver should have the ability to identify those inter-
fered subcarriers. Once the receiver estimates those subcarriers, the relevant information
will be sent back to the transmitter. The transmitter will then adjust the transmission
accordingly. Note that in such a scenario, the interference statistics need to be constant
for a certain period of time. If the interference statistics change rapidly, by the time
the transmitter receives feedback, and adjusts the transmission parameters, the receiver
might observe different interference characteristics.
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The feedback information can be various, including the interfered subcarrier index,
in some cases the amount of interference on these subcarriers, and the center frequency
and the bandwidth of the NBI. The identification of the interfered subcarriers can
also be various. One simple technique is to look at the average signal power in each
subcarrier, and to compare it against a threshold. If the average received signal power of a
subcarrier is larger than the threshold, that channel can be regarded as severely interfered
by NBI.

8.2.2.2 Multiband schemes
Similar to the multicarrier approach, multiband schemes are also considered for avoid-
ing NBI. Rather than employing a UWB radio that uses the entire 7.5 GHz band to
transmit information, the spectrum can be divided into smaller subbands by exploiting
the flexibility of the FCC definition of the minimum bandwidth of 500 MHz [17]. The
combination of these subbands can be used freely for optimizing the system perfor-
mance. By splitting the spectrum into smaller chunks that are still larger than 500 MHz,
NBI can be avoided, and better coexistence with other wireless systems can be achieved.
A multiband approach will also enable worldwide inter-operability of the UWB devices,
as the spectral allocation for UWB could possibly be different in different parts of the
world. In multiband systems, information on each of the subbands can be transmitted
using either single-carrier (pulse-based) or multicarrier (OFDM) techniques.

8.2.2.3 Pulse shaping
Another technique for avoiding NBI is pulse shaping. As can be seen in (8.56) and (8.57),
the effect of interference is directly related to the spectral characteristics of the receiver
template pulse waveform. That means that, if the transmission at the frequencies where
NBI is present can be avoided, the influence of interference on the received signal can
be mitigated significantly. Therefore, designing the transmitted pulse shape properly,
such that the transmission at some specific frequencies is omitted, NBI avoidance can be
realized. An excellent example for the implementation of this approach is the Gaussian
doublet [98]. A Gaussian doublet, representing one bit, consists of a pair of narrow
Gaussian pulses with opposite polarities. Considering the time delay Td between the
pulses, the doublet can be represented as

sd (t) = 1√
2

(
s(t)− s(t − Td)

)
. (8.60)

The corresponding spectral amplitude of the doublet is then

|Sd ( f )|2 = 2|S( f )|2 sin2(π f Td) , (8.61)

where |S( f )|2 is the power spectrum of a single pulse. It is noted that due to the sinusoidal
term in (8.61), the power spectrum has nulls at f = n/Td, where n can be any integer
(see Figure 8.12). The basic idea for avoiding NBI is to adjust the location of these nulls
in such a way that they overlap with the peaks created by narrowband interferers. By
modifying the time delay Td, a null can be obtained at the specific frequency where NBI
exists, and in this way the strong effect of the interferer can be avoided. If Td is adjusted
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Figure 8.12 Normalized spectra for the single Gaussian pulse and two different Gaussian
doublets.

to 0.5 ns, for example, the interferers located at the integer multiples of 2 GHz can be
suppressed.

The purpose of avoiding NBI through abstaining transmission at frequencies of
interference can also be carried out by making use of notch filters in the transmit-
ter. To accomplish this, the parameters of the filters have to be adjusted such that the
notches they create overlap with the frequencies of strong NBI. When notch filters
are employed in the transmitter, the transmitted pulse is shaped in such a way (see
Figure 8.13) that the correlation of the NBI with the pulse template in the receiver is
minimized.

Pulse-shaping techniques are not limited to the Gaussian doublet and notch filtering.
Another feasible method is the adjustment of the PPM modulation parameter δ in (8.51).
Revisiting the correlation matrix for a single tone interferer given in (8.56), it is seen that
[Ri ]k,l = 0 for δ = n/ fc, where n = 1, 2, . . . , M , with M being the number of possible
pulse positions. Therefore, an effective interference avoidance can be attained by setting
δ to n/ fc. Similarly, considering the correlation matrix corresponding to the band-limited
interference (8.57), it is seen that cos (2π fc(τk − τl ± δ)) = cos (2π fc(τk − τl)) , when
δ = n/ fc. Also, in the light of the knowledge that the bandwidth of the interference (B)
is much smaller than its center frequency ( fc), the assumption sinc (B(τk − τl ± δ)) �
sinc(B(τk − τl)) can be made for δ = n/ fc . These two facts lead to the conclusion that
[Ri ]k,l in (8.57) becomes zero for the band-limited interference case, too, when δ is set
to n/ fc .
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Figure 8.13 The effect of notch filtering on the transmitted pulse shape.

Although the adjustment of the PPM modulation parameter δ is a straightforward way
of avoiding NBI, it has an important drawback. The correlation output is also dependent
on δ, and for a certain value of it a maximum signal correlation can be obtained. However,
this value of δ does not necessarily have to be equal to 1/ fc. For the AWGN case (without
considering the NBI), the BER function from which the optimum δ can be determined
is [99]

Q

(√
Ns AE p

N0
Ropt

)
, (8.62)

where Ropt = R(0)− R(δopt), Ns is the number of pulses per symbol, A is the pulse
amplitude, N0/2 is the double sided PSD of AWGN, and R(�t) is the autocorrelation
function of the received pulse. Therefore, there is an obvious tradeoff between maximiz-
ing Ropt and avoiding NBI, when determining the δ parameter. Depending on the level
of NBI and AWGN, this parameter can be adjusted to provide an optimal performance.

8.2.2.4 Other NBI avoidance methods
For the IR-UWB systems, it is possible to avoid NBI by placing notches in the spectrum
via adjusting the TH code [100]. In reference [101], a PAM UWB signal is considered.
Each symbol has a duration of Ts and is composed of N f pulses, giving rise to N f
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frames, which last for T f = Ts/N f and are divided into chips with a duration of Tc.
The pseudo-random TH code determines the position of the pulse inside the frame by
selecting the chip where to place the pulse. In short, a PAM UWB signal over a symbol
duration can be written as

u(t) = A

N f−1∑
n=0

ptx(t − cnTc − nT f − Ts) , (8.63)

where A ∈ {−1, 1} denotes the amplitude of the pulse, and cn is the TH code. In
reference [100], the spectrum shape for the multisymbol case is given by

Pu( f ) = |W ( f )|2
Nb−1∑
m=0

|Tm( f )|2 , (8.64)

where W ( f ) is the Fourier transform of the transmitted pulse ptx(t), Nb is the total
number of different TH codes used, m is the symbol index, and

Tm( f ) =
N f−1∑
n=0

exp
{− j2π f (cn,m Tc + nT f + mTs)

}
. (8.65)

From (8.65), it is observed that changing the TH code causes the spectrum of the
transmitted signal to vary. This means that by employing various methods, the TH code
can be adjusted in such a way that spectral notches are created at the frequencies of
strong NB interferers, allowing the system to avoid NBI.

In addition to the methods mentioned above, physical solutions can also be considered
for avoiding NBI. In reference [102], an NBI avoidance technique based on antenna
design is proposed. The main idea is to generate frequency notches by intentionally
adding a narrowband resonant structure to the antenna, and thus, make it insensitive to
some particular frequencies. This technique is more economical than the explicit notch-
filtering method, since it does not require additional notch filters. In reference [102], a
frequency notched UWB antenna suitable for avoiding NBI is realized and explained
in detail. This special-purpose antenna is obtained by employing planar elliptical dipole
antennas and incorporating a half-wave resonant structure, which is obtained by imple-
menting triangular and elliptical notches. It is important to note that the performance of
the antenna is reduced as the number of notches increases. This fact leads to the idea
that the frequency notched antenna may not be successful enough in avoiding numerous
simultaneously existing NB interferers.

8.2.3 NBI cancelation

Although most of the avoidance methods mentioned seem to have high feasibility, they
may not be implemented under all circumstances. The main limitation on those methods
is their dependency on the exact knowledge about NB interferers. Without having the
accurate information about the center frequency of the interference, suppressing NBI
is not possible by means of any of the avoidance techniques explained. Even if the
complete knowledge about the NBI is available, if there is an abundant number of
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interferers, methods such as employing notch filters or changing the parameters of the
transmitted pulse may lose their practicality. If it is not possible to avoid NBI at the
transmission stage for any reason, one should make an effort at the receiver side for
extracting and eliminating it from the received signal.

Throughout the previous section, the methods for avoiding NBI were discussed and the
limitations on their realization were mentioned. In practice, UWB systems that employ
only avoidance techniques are not totally successful in eliminating NBI. In this section,
an overview of different types of NBI cancelation method will be provided.

8.2.3.1 MMSE combining
One of the popular receivers considered for UWB is the Rake receiver. Rake receivers are
designed to collect the energy of strong multipath components, and with this purpose they
employ fingers [28,29]. At each Rake finger, there is a correlation receiver synchronized
with one of the multipath components. The correlation receiver is followed by a linear
combiner whose weight is determined depending on the combination algorithm used.
The output of the receiver for the i th pulse can be denoted as [103]

yi =
L f−1∑
l=0

(aiθlψβl + θlnl) , (8.66)

where L f is the number of Rake fingers, ai is the data bit transmitted on the i th pulse,
θl , βl , and nl are the weight used by the combiner, the channel gain, and the noise for
the lth multipath component, respectively, and

ψ =
∫ ∞

−∞
prx(t)v(t)dt , (8.67)

with prx(t) denoting the received waveform, and v(t) being the correlating function.
In the traditional Rake receiver, which employs MRC, the weight of the combiner

is the conjugate of the gain of the particular multipath component (θl = β∗l ). Such a
selection maximizes the SNR in the absence of NBI. However, when NBI exists, MRC
is no longer the optimum method as the interference samples are correlated. The MMSE
combining, which is an alternative approach, depends on varying these weights in such
a way that the mean-squared error between the required and actual outputs is minimized.
The MMSE weights are calculated as [104]

θ = kR−1
n β , (8.68)

where θ = [θ1 θ2 · · · θM ]T , k is a scaling constant, R−1
n is the inverse of the correlation

matrix of the noise-plus-interference term, and β = [β1 β2 · · · βM ]T is the channel gain
vector.

The NBI cancelation methods other than MMSE combining can be grouped into three
categories as frequency domain, time-frequency domain, and time-domain approaches.

8.2.3.2 Frequency domain techniques
Cancelation techniques in the frequency domain can be exemplified by notch filtering in
the receiver side. Having an estimate of the frequencies of the powerful NB interferers,



8.2 Mitigation of narrowband interference (NBI) 221

notch filters can be used to suppress NBI. The appealing fact about this method is that
it can be utilized in almost all kinds of receiver, so that the UWB system is not forced
to employ a correlation-based receiver. The main weakness of the frequency domain
methods, on the other hand, is that they are useful only when the received signal, which
is a superposition of the UWB signal and NBI from various sources, exhibits stationary
behavior. If the received signal has a time-varying nature, methods that analyze the
frequency content taking the temporal changes into account are required. These methods
are called the time-frequency approaches.

8.2.3.3 Time-frequency domain techniques
The most commonly employed time-frequency domain method for interference suppres-
sion is the wavelet transform. Similar to the well-known Fourier transform, the wavelet
transform also employs basis functions, which are called wavelets. A wavelet is defined
as

ψa,b(t) = 1

|√a| ψ
(

t − b

a

)
, (8.69)

where a and b are the scaling and shifting parameters, respectively. If these parameters
are set as a = 1 and b = 0, the mother wavelet is obtained. By dilating and shifting
the mother wavelet, a family of daughter wavelets is formed. The continuous wavelet
transform can be expressed as

W (a, b) =
∫ +∞

−∞
f (t)ψa,b(t)dt . (8.70)

One possible way of suppressing NBI via the wavelet transform is to have the trans-
mitter part of the UWB system estimate the electromagnetic spectrum, and set a proper
threshold for interference detection [105]. The interference level at each frequency com-
ponent is then determined with the wavelet transform, and compared to this threshold
in order to distinguish between the interfered and not interfered frequency components.
According to the results of this comparison step, the transmitter does not transmit at
frequencies where strong NBI exists. Obviously, this method is quite similar to the
multicarrier approach in the NBI avoidance techniques.

Methods employing the wavelet transform in the receiver side of the system also
exist [106, 107]. In these methods, the wavelet transform is applied to the received
signal, and the frequency components with considerably high energy are considered to
be affected by the NBI. These components are then suppressed by using conventional
methods such as notch filtering.

8.2.3.4 Time-domain techniques
Time-domain approaches, which can also be called predictive methods, are based on
the assumption that the predictability of narrowband signals is much higher than the
predictability of wideband signals, because wideband signals have a nearly flat spectrum
[108]. Hence, in a UWB system, a prediction of the received signal is expected to
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primarily reflect the NBI rather than the UWB signal. This fact leads to the consequence
that NBI can be canceled by subtracting the predicted signal from the received signal.

Predictive methods can be classified as linear and nonlinear techniques. Linear tech-
niques employ transversal filters in order to get an estimate of the received signal
depending on the previous samples and model assumptions [79]. If one-sided taps are
used, the filter employed is a linear prediction filter, whereas it is a linear interpolation
filter if the taps are double-sided. It is worth noting that interpolation filters prove to be
more effective in canceling NBI.

Common examples for linear predictive methods are the Kalman–Bucy prediction,
which is based on the Kalman–Bucy filter with infinite impulse response (IIR), and the
least-mean-squares (LMS) algorithm based on a finite impulse response (FIR) structure.

Nonlinear methods are found to provide a better solution than linear ones for DS
systems because they are able to make use of the highly non-Gaussian structure of
the DS signals [108]. However, for UWB systems, this is not the case since such a
non-Gaussianity does not exist in UWB signals.

Adaptive prediction filters are considered as a powerful tool against NBI. When an
interferer is detected in the system, the adaptation algorithm creates a notch to suppress
the interference caused by this source. However, if the interferer vanishes suddenly,
since there is no mechanism to respond immediately to remove the notch created, the
receiver continues to suppress the portion of the wanted signal around the notch. If NB
interferers enter and exit the system in a random manner, this shortcoming reduces the
performance of the adaptive system dramatically. A more useful algorithm is proposed
in reference [79], where a hidden Markov model (HMM) is employed to keep track of
the interferers entering and exiting the system. In this algorithm, the frequency locations
where an interferer is present are detected by an HMM filter, and a suppression filter
is inserted there. When the system detects that the interferer has vanished, the filter is
removed automatically.

8.3 Interference awareness

Up until this point, interference in UWB systems has been investigated from the mitiga-
tion perspective, especially in a multiuser environment. In order to focus on interference
awareness, a broader definition of interference might be necessary. In this way, the dis-
cussion outlined here can also be related to other wireless communications domains such
as next generation wireless networks (NGWNs) and cognitive radios (CRs). In this sense,
interference can be defined as any kind of signal received besides the desired signal and
noise. Interference may occur in the following two ways depending on its source:

1. Self-interference, which is caused by the own transmitted signal due to improper
system design or adverse channel conditions.
Examples include ISI, inter-carrier interference (ICI), IFI, inter-pulse interference
(IPI), and cross-modulation interference (CMI). Self-interference can be handled by
properly designing the system and transceivers.
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2. Interference from other users, which can be further categorized as
– Multiuser interference, which is the interference from users using the same system

or a similar technology. Co-channel interference (CCI) and adjacent channel inter-
ference (ACI) belong to this category. It can be overcome by proper multiaccess
design and/or employing multiuser detection techniques.

– Interference from other types of technology, a sort of interference that mostly
requires interference avoidance or cancelation. It is more difficult to handle com-
pared to multiuser interference and often it cannot be suppressed completely. NBI
is a well-known example of this type of interference.

Among the two types of interference listed above, the latter one (and especially CCI)
draws more attention especially with the increasing demand and services in wireless
communications. Note that, by being slightly different from UWB systems, NGWNs
focus on frequency reuse of one (FRO) scheme in order to avoid arduous and expensive
systemwise planning step due to the underutilization concern of the electromagnetic
spectrum. However, FRO comes at the expense of dramatic CCI levels, especially for
the user equipments (UEs) in the vicinity of cell borders. This fact obligates nodes
in NGWNs and CR systems to be aware of many factors influencing interference to
perform better under such conditions.

In order to establish a framework for interference awareness, factors affecting CCI
can be investigated from the perspective of the traditional protocol stack. Yet, there
are some factors that affect CCI but cannot be populated in any of the layers, since
they cannot be measured (therefore, controlled) in real-time in an adaptive manner.
Weather and seasonal variations would be one of the most interesting “non-layer factors”
influencing interference and falling into this category. Due to the presence of high-
pressure air, signals can sometimes be reflected to the distances to which they are not
intended [109, 110] (for related models such as two-ray ground reflection model, see
reference [110, Section 3]). Since the signal over the same channel is able to reach the
other terminal, CCI inevitably occurs. Especially for UWB systems, one of the most
interesting instances of such a nonlayered factor is the impact of extreme humidity, other
gaseous media, or even water in liquid form (such as in an office where a fire alarm
goes off and sprinklers spray water) present in the propagation environment. As can be
predicted, the attenuation characteristics of UWB signals change drastically depending
on the environmental properties which imply different interference behaviors [111].

Since wireless propagation is governed by the physical environment, namely by topo-
graphical and even by demographical characteristics (and by the traffic distribution
which depends also on the same two factors [112, 113] indirectly), it can be concluded
that CCI is affected by the physical environment as well. However, it is very difficult
to model those effects, since they are mathematically intractable. Statistically speaking,
one can still observe more severe interference levels in urban areas due to the large
number of base stations and mobiles [114, and references therein]. In indoor environ-
ments, depending on the use of devices, CCI is more likely to occur, since there are
many devices (e.g., microwave ovens and telephone handsets) operating in the simi-
lar bands. Especially in indoor environments, in conjunction with propagation channel
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properties, interference conditions change depending on the propagation characteristics
since non-line-of-sight (NLOS) cases experience more severe interference compared
to line-of-sight (LOS) cases [115]. This is also valid in the interference scenarios for
UWB [116]. Many possible combinations of the propagation effects of several environ-
mental characteristics with respect to interference conditions are investigated in detail
in reference [117, and therein].

In contrast to nonlayer parameters, there are many parameters that can be populated
in the protocol stack. Interference power is one of the fundamental measurement items
falling into the physical layer. With the emergence of CR, the term interference power
gains additional concepts which have not existed before in previous communication sys-
tems such as “interference temperature” and “primary user.” Interference temperature is
a sort of measure of radio frequency (RF) power that includes power of ambient noise
and other interfering signals per unit bandwidth for a receiver antenna. Primary users
can be defined as the users who have the higher priority or legacy rights on the usage of
a specific part of the spectrum. On the other hand, secondary users are defined as those
who (have lower priority) exploit this spectrum in such a way that they do not cause
interference to the primary users. Therefore, secondary users need to have the capabili-
ties of CRs, such as sensing the spectrum reliably to check whether it is being used by a
primary user and to change the radio parameters to exploit the unused part of the spec-
trum.3 Sensing the spectrum for the opportunity is, therefore, one of the most important
attributes of CR. Although spectrum sensing is traditionally understood as measuring
the spectral content or the interference temperature over the spectrum, when the ultimate
CR is considered, it refers to a general term that also involves obtaining the spectrum
usage characteristics in multiple dimensions (including time, space, and frequency).
When multihop systems are considered, all of these dimensions merge on transmission
paths of routing, which is also very important from the network layer standpoint.4 In
such scenarios, some routes might observe more interference than others [118]. There-
fore, beside the lower layers, upper layer awareness gains more importance in dealing
with interference. Apart from these, determining a comprehensive list of characteristics
of signals present in the spectrum (including the modulation, waveform, bandwidth,
carrier frequency, duty cycle, application, and so on) is desired for interference aware-
ness in any type of communications system. However, this requires more powerful
signal analysis techniques with additional computational complexity. Some of the cur-
rent challenges in acquiring further information for interference awareness include the
following:

1. Difficulty and complexity of wideband sensing, which requires high sampling rate
and high-resolution ADC or multiple analog front-end circuitry, high-speed signal
processors, and so on. Estimating the noise variance or interference temperature
over the transmission of narrowband desired signals is not new. Such noise variance

3 In Chapter 9, a case study and experimental results for a CR system will be presented, where ZigBee devices
can efficiently utilize the available spectrum in the presence of co-channel wireless local area network
(WLAN) devices.

4 Note that single-hop systems do not need to be concerned about such sorts of awareness.
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estimation techniques have been popularly used for optimal receiver designs (such as
channel estimation and soft information generation), as well as for improved hand-off,
power control, and channel allocation techniques. The noise/interference estimation
problem is easier for these purposes as the receiver is tuned to receive the signal
that is transmitted over the desired bandwidth anyway. Also, the receiver is capable
of processing the narrowband baseband signal with reasonably low-complexity and
low-power processors. However, CRs are required to process the transmission over a
much wider band for sensing any opportunity.

2. Hidden primary user problems (such as the hidden node/terminal problem in carrier
sense multiple accessing (CSMA), which can be caused by many reasons including
severe multipath fading or shadowing that the secondary user observes in scanning
the primary user’s transmission. The hidden terminal problem can be avoided by
incorporating distributed sensing, where the information sensed between multiple
terminals is shared, rather than each terminal making the decision based on its local
measurement. One of the examples of distributed sensing is known as spectrum
pooling. In this technique [119], cooperative sensing decreases the probability of
miss-detections and false alarms considerably. The rental users who are the users
that, in case of having spectral opportunities, rent the licensed band temporarily until
the licensed user emerges, send their results to a base, which makes a decision and
sends the final decision back to the rental users. In this type of scheme, throughout
exchanging the sensing information between the base station, the mobile units may
create interference to the primary users around. However, this can be overcome
by a special signaling scheme which attains a reliable result very fast so that the
interference to the primary users can be neglected [119]. Besides, it is again reported
in reference [119] that, since this special signaling scheme is not involved with the
medium access control (MAC) layer and directly operates on the physical layer, the
overhead problem on the network is minimized.

3. Primary users that employ frequency hopping (FH) and spread spectrum signaling,
where the power of the primary user signal is distributed over a wider frequency even
though the actual information bandwidth is much narrower. Especially, FH-based
signaling creates significant problems regarding spectrum sensing. If one knows the
hopping pattern, and also perfect synchronization to the signal is achieved, then
the problem can be avoided. However, in reality, this is not practical. Approaches
based on exploiting the cyclostationarity of the signal have recently been studied to
avoid these requirements. The cyclostationary-based techniques exploit the features
of the received signal caused by the periodicity in the signal or in its statistics (mean,
autocorrelation, and so on).

4. Traffic type is another factor that affects the interference. Statistical characteristics
of the traffic type determine the evolution of interference in several dimensions
such as time and frequency and help in determining crucial QoS parameters such as
link capacity and buffer size and in predicting bandwidth requirements. It is known
that different types of traffic exhibit different statistical characteristics. Having the
knowledge about the traffic type helps nodes avoid/cancel/minimize interference by
different methods such as employing intelligent scheduling. However, it is worth
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mentioning that with the increasing services and applications, nodes are expected to
be exposed to interference composed of several types of traffic rather than of a single
type, including voice, multimedia, and gaming whose statistical characteristics are
different from each other. Furthermore, in order to reliably characterize the network
traffic, sufficient statistics need to be accumulated in real time.

5. Mobility is crucial for wireless radio communications [120, 121]. From the perspec-
tive of interference, mobility introduces further concerns such as mobility behav-
ior [122]. When a MAI environment is of interest, the overall interference becomes
a function of mobility behavior of all of the mobile sources within the environment,
which can be of individual or of group form. In case victim nodes can extract or are
provided with the pattern of the mobility behavior of interfering sources, they can
make use of it and improve their performances. Decentralized sensing seems to be a
plausible approach for this concern which combines speed and direction information
for multiple interference sources.

The interference awareness term actually covers every sort of communications system
from short-range to wide area networks (WANs) and to NGWNs, especially those which
employ multi-access schemes. Even though fully interference-aware systems which take
into account all of the factors listed here may not be implementable in the near future,
expanding this list and developing more efficient techniques that are aware of the factors
affecting interference are the only solution for the improved communications systems
of the future.

8.4 Summary

In this chapter, MAI and NBI mitigation have been studied for UWB systems. Various
techniques have been investigated in order to facilitate reliable communications in the
presence of interference. In addition, interference awareness has been discussed, which
is a very comprehensive term that encompasses many factors. It is clear that better
avoidance, cancelation, and mitigation techniques for reliable wireless systems rely on
identifying these factors and being aware of them.
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9.1 Towards adaptive wireless personal area networks (WPANs)

9.1.1 Introduction and motivation

Recent years have witnessed a growing demand on wireless technologies, thanks to their
convenience and the variety of services offered. This success is leading to an increasing
adoption of wireless systems, especially the ones operating in the unlicensed 2.4 GHz
industrial, scientific, and medical (ISM) frequency band. As a result, the spectrum is
overcrowded and shared by a variety of standards, causing serious coexistence problems
due to their cross-interference: this may lead to performance degradation or even network
malfunctioning.

To overcome the problem of spectrum scarcity, and allow the network to maintain its
level of performance and reliability, a cognitive radio (CR) approach can be applied. As
will be discussed here, this emerging wireless communication paradigm aims at provid-
ing a more effective and flexible spectrum usage by observing the radio environment and
adapting transmission parameters consequently. According to the CR approach, instead
of a fixed frequency assignment, smart nodes are envisioned to constantly perform
“spectrum sensing” and dynamically allocate themselves to the best available channel,
thus achieving reliable and spectrally efficient communication. The first step towards
the implementation of a CR system is the characterization of interference between coex-
isting systems. This chapter in particular focuses on wireless personal area networks
(WPANs), based on the IEEE 802.15.4 standard, operating in the presence of IEEE
802.11b Wi-Fi traffic. As is evident in Figure 9.1, there is an almost complete overlap
between the channels allocated for these two systems [1, 2].

However, the interference situation is strongly asymmetric, because of the higher
power level of 802.11 devices and the difference in the listen-before-talk mechanisms
used by the two standards. IEEE 802.15.4 technology is characterized by poor compu-
tational resources and low RF output power, as well as limited available bandwidth and
data rate. As a result, WPAN nodes suffer mainly from coexistence problems with the
Wi-Fi technology.

In order to provide a better understanding of IEEE 802.15.4 channel occupation
patterns under different Wi-Fi traffic rates and to evaluate performance degradation,
experimental measurements have been performed in both ideal and realistic indoor
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Figure 9.1 Channel occupation of IEEE 802.11 and IEEE 802.15.4.

environments. This study is meant as a basis for the development of “frequency-agile
cognitive WPANs”, which are able to select dynamically the best available channel,
adaptively reacting to interfering Wi-Fi traffic. Such self-adaptation capabilities represent
the key features for an improved network reliability.

This chapter is organized as follows. The remainder of this section provides a brief
introduction on spectrum sensing in the context of CR networks, as a background for
the applications considered in this work. Section 9.2 provides an overview of the inter-
ference detection issue in WPANs and introduces a test-bed configuration to investigate
the impact of Wi-Fi interference on 802.15.4 based WPANs. Furthermore, the sec-
tion introduces a mathematical model for the Wi-Fi interference, and provides analysis
for the spectrum sensing process reliability and responsiveness. Section 9.3 introduces
interference evaluation metrics, experimental results, and analysis for different scenar-
ios. Finally, Section 9.4 deals with the problem of ensuring reliable communications
in WPANs under Wi-Fi interference, by developing a channel selection algorithm built
upon the results of the previous sections and testing its performance.

9.1.2 Spectrum sensing for cognitive radio networks

The CR paradigm [3, 4] is based on the idea of sharing the spectrum among different
users, thus allowing a flexible, opportunistic, and efficient usage of this resource. To
this aim, spectrum occupation should be constantly monitored in order to react to the
changing conditions, with two main objectives in mind:

1. Avoid, or reduce as much as possible, any harmful interference to “primary” (i.e.,
licensed) users.

2. Maximize the amount of data successfully transmitted over the air (throughput) by
“secondary” (i.e., cognitive) users.

Such monitoring process, called spectrum sensing, is therefore crucial for realizing
an effective coexistence of heterogeneous users or networks in the same frequency
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bands. Being a key aspect for the implementation of CR systems, spectrum sensing has
been one of the hottest research areas in recent years. Comprehensive reviews of the
challenges related to this problem and of the main state-of-the-art solutions can be found
in references [5–7].

A large number of different methods have been proposed for spectrum sensing. Among
them:

Matched filter detection (MFD) [8], applying the well-known principles of matched
filtering. Although theoretically optimal, this method is not practical as it would
require perfect knowledge of the transmitted signal.

Energy detection (ED) [9,10], probably the most popular method, using as test statistic
the average energy of received signal samples. The main disadvantage of ED is
that it requires knowledge of the noise level to set the decision threshold properly.

Cyclostationary feature detection (CFD) [11, 12], based on the idea that signal can
be distinguished from noise thanks to cyclostationarity properties in the time
or frequency domain. This method provides good performance, but has some
drawbacks as well: it involves long observation times, is more complex than ED,
and assumes some prior knowledge of both signal and noise.

Covariance- and eigenvalue-based detection (EBD) [13–16]: this class includes
a number of methods, exploiting some (usually asymptotic) properties of the
received signal’s covariance matrix. These methods are “blind” (i.e., do not require
any prior knowledge of signal or noise level) and are able to outperform ED, espe-
cially in case of noise uncertainty; however, their complexity is higher and a
multisensor detection setting is required.

On top of these techniques, several MAC-layer strategies and protocols have been
proposed to organize efficiently the task of spectrum sensing in multiuser cognitive
networks: for instance, references [17] and [18] relate sensing and channel access using
stochastic control, whereas references [19] and [20] propose both optimal and approxi-
mate algorithms for multiuser, multichannel opportunistic access in CR networks.

9.2 WPANs under Wi-Fi interference

9.2.1 Detecting the interference: spectrum sensing in WPANs

With regard to WPAN technology (where limited complexity is available at each node),
ED is currently considered the most suitable solution for implementation of spectrum
sensing features. In spite of the nonoptimality of ED and of the need for knowing
(or estimating) the noise variance, its limited complexity and possibility of hardware
implementation make it preferable to other more sophisticated techniques. In addition,
estimating the noise level is quite easy in a scenario characterized by bursty signals.

In the present work, an energy detector was developed for a specific WPAN platform
and used to perform experimental measurements. In particular, measurements of the
received signal strength indicator (RSSI) were collected by leveraging on physical-layer



9.2 WPANs under Wi-Fi interference 237

features of the IEEE 802.15.4 radio chips and then used to estimate the level of channel
occupation.

Compared to previous studies on CR, the present spectrum sensing method considers
the bursty nature of the interference to be detected. This fact was targeted in the devel-
opment of a specific spectrum sensing model, and different parameters were defined
accordingly. Further details are provided in the following sections.

Spectrum sensing has different and contrasting requirements that have impacts on the
measurements accuracy and spectrum efficiency. In principle, at a given ED sampling
rate, longer observations are necessary to obtain a more accurate characterization of
the actual spectrum occupancy. On the other hand, the spectrum-sensing process should
enable a rapid detection of interference sources within the radio coverage of the network,
which in turn requires short and more frequent observations, resulting in an increased
system reactivity. Furthermore, when ED measurements are performed, normal trans-
missions are usually stopped. Accordingly, longer observation periods could result in a
reduced network data throughput.

As a result, a tradeoff should be considered to define the most appropriate observation
time, number of samples, and rate. Section 9.2.4 and Section 9.2.5 provide further details
on this issue.

9.2.2 Test-bed configuration and scenarios

Two sets of experiments were carried out to investigate the impact of IEEE 802.11b
interference on IEEE 802.15.4-based WPANs:

� characterization of statistics of interfering Wi-Fi signal energy on the 2.4 GHz IEEE
802.15.4 system;

� evaluation of WPAN performance degradation, in terms of throughput, of a typical
application under Wi-Fi interfering traffic.

For this purpose, a test-bed was defined based on a WPAN using 802.15.4-compliant
Crossbow Telos motes equipped with Chipcon CC2420 transceiver [21]. The interfering
signal is originated from a 3Com OfficeConnect IEEE 802.11a/b/g wireless access point
(AP) transmitting pseudo-internet traffic, generated by a PC, to a Wi-Fi laptop. In par-
ticular, the 3Com AP was set in 802.11b mode, with a transmit power of 18.8 dBm [22].

The distributed internet traffic generator (D-ITG) freeware application [23, 24] was
installed on both the PC and the Wi-Fi laptop and used to obtain the pseudo-internet
traffic. The D-ITG application operating on the PC was configured to act as a constant
bit rate (CBR) source at the application layer and transmit such traffic using transmission
control protocol (TCP). The D-ITG application active on the Wi-Fi laptop was configured
to act as a TCP receiver. The size of each packet was set to be 1500 byte.

In order to perform the two considered sets of experiments, two different setups of the
test-bed were defined: a first one, aimed at characterizing IEEE 802.11b energy distri-
bution and a second one, designed to evaluate IEEE 802.15.4 performance degradation
under Wi-Fi interference. The two configurations are depicted in Figure 9.2 and are
described in more detail in the following subsections.
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(a)

(b)
Figure 9.2 Configuration of the test-beds: (a) first setup, used to characterize the IEEE 802.11b
energy distribution; (b) second setup, to evaluate the IEEE 802.15.4 performance degradation
under Wi-Fi interference.

9.2.2.1 IEEE 802.11b energy distribution
The setup used for the first set of measurements is depicted in Figure 9.2(a). The Wi-Fi
AP+laptop and the Telos mote were at a distance of 3.35 m from each other.

A spectrum sensing application, developed in TinyOS [25], was installed on the Telos
device. This application periodically samples the received energy, i.e., reads a value
from the CC2420 RSSI register, while sequentially scanning the 16 physical channels.
Given Figure 9.3, let TS be the RSSI sampling time (the period between two consecutive
RSSI-register readings), TW be the duration of a sensing window on one channel (the
time before the detector moves to the next channel), and NW be the number of sensing
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Figure 9.3 RSSI sampling scheme (from [27], c© 2009 IEEE).

windows per channel in the total sensing time. Then the number of samples N is given
by

N = NW
TW

TS
. (9.1)

The following parameters were used in the experiments: TS = 4 ms, TW = 1 s, NW = 60,
resulting in N = 15 000 samples per channel. The choice of TS should consider that the
value in the RSSI register is updated with a certain refresh rate; if the sampling time is
lower than the refresh rate, energy samples are correlated.1

The Telos application processes the data gathered after each sensing window by
dividing them into 15 intervals (from −100 to −25 dBm with a step of 5 dB). This
is equivalent to computing a (quantized) cumulative density function (CDF) for the
considered sensing window. The results are then sent via a serial forwarder interface
to the PC, where the average N -sample quantized CDF (or PDF) is computed. The
number of samples is large enough to assume that the measured average distribution is
a good approximation of the probability density function (PDF) fW(x) (the main source
of inaccuracy left is the quantization over logarithmic intervals).

9.2.2.2 IEEE 802.15.4 performance under interference
The experimental setup of the second test, depicted in Figure 9.2(b), consists of two
communicating Telos nodes at a distance of 3.35 m, with a source of Wi-Fi interference
placed between them. The Wi-Fi AP is at a distance of 171 cm from each of the two
motes, with a shift of 35 cm from the line of sight between the motes. The Telos motes
were configured with a transmit power of 0 dBm.

A specific TinyOS application was developed in order to estimate the throughput
achievable by two communicating WPAN nodes in presence of interference. The exper-
iments take as measured metric the relative throughput, defined as the amount of data
successfully transferred between the nodes with respect to the total data offered to the
network for delivery (the “offered load”).

The experimental configuration consists of one node (transmitter) programmed at
application level to continuously send packets to the other one (receiver) with a specific
time period (Tp) that can be configured as a parameter. The length l (expressed in bits)

1 In the case of CC2420, the RSSI-register is updated every 16 μs, each value being averaged over eight symbol
periods, i.e., 128 μs [21]. This means that for TS > 128 μs the RSSI values have no cross-correlation.
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of the PHY payload to be sent over the air is a parameter as well. Then the offered load
L (bits per second) is calculated by

L = l

Tp
. (9.2)

In the experiments the following values were chosen: Tp = 9.766 ms and l = 37 bytes,
determining an offered load of 30310 bps. This value was set so as to be consistent with
a reasonable amount of traffic for WPAN applications and, at the same time, to be
achievable without particular issues in a situation with no interference.

The receiver WPAN node counts the received packets and sends to the connected
PC the measure TR X,i of the time necessary to receive a bunch of 500 packets. The
“instantaneous throughput” Ri , referred to as the i th bunch, is thus computed by the PC
as

Ri = 500 l

TR X,i
. (9.3)

Then, for the calculation of the average throughput, a sequence of Nb observations of
Ri is considered. The average throughput is computed as

R = 1

Nb

Nb∑
i=1

Ri = 500 l Nb∑Nb
i=1 TR X,i

. (9.4)

It is worth mentioning that at TinyOS level, a lightweight implementation of IEEE
802.15.4 is provided, basically including the carrier sense multiple access with collision
avoidance (CSMA-CA) unslotted mechanism and not performing MAC retransmissions.
However, the mentioned differences with a full-standard implementation of the IEEE
802.15.4 stack do not affect the validity of the obtained results relating to the final goal,
that is, to assess the WPAN performance degradation in presence of Wi-Fi interference.

9.2.2.3 Scenarios
The two types of experiment described in the previous sections were repeated in different
configurations, so as to investigate the impact of Wi-Fi interference on IEEE 802.15.4
networks for various of traffic rates and propagation environments.

First, four traffic scenarios were considered: 250, 90, 45, and 9 packets per second,
corresponding to data rates of 3000, 1080, 540, and 108 kbps, respectively. The first
scenario represents a heavy interference, occurring, for instance, when two 802.11 nodes
transfer large streams of data, whereas the last one corresponds to realistic average traffic
conditions for typical internet usage.

Second, a further distinction was introduced between ideal and realistic indoor envi-
ronments. A first set of measurements was carried out in an anechoic chamber, in order
to eliminate the effects of multipath propagation and any undesired source of interfer-
ence that might alter the signal stationarity. Then, a second set of measurements was
performed in a realistic indoor environment. In particular, a scenario with negligible
background interference (Indoor 1) was considered, in order to observe the effects of
multipath propagations. Another scenario with high background interference (Indoor 2)
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was considered, in order to observe the combined effects of multipath propagations and
multiple sources of interference.

9.2.3 Wi-Fi interference model

Let y(n) be the Wi-Fi interfering signal received by the sensing device and sampled at
time instant n and let W (n) = |y(n)|2 be its energy. W (n) is a random variable having a
PDF fW(x).

Energy detection is performed by periodically sampling the energy of the signal
received within a given spectrum sensing period. As a result, a vector of N energy
measurements, wN (y), can be defined:

wN (y) = [W (1) . . . W (N )] . (9.5)

Under the assumption that the interfering signal remains stationary during the sensing
time, the empirical distribution of the elements in wN (y) converges to fW(x) as N
increases. In what follows, N is assumed to be large enough so that the measured
distribution approximates the statistical one.

Typically, Wi-Fi signals are discontinuous (bursty), with a burst duration that may be
much lower than the sampling period of the energy detector. As a consequence, even
when present, these signals do not occupy the channel at every sampling instant. For
this reason, a discontinuous signal model [26] may be adopted: let N1 be the number
of samples in which the signal is present, and N0 = N − N1 the remaining samples.
Accordingly, the presence rate and the absence rate are defined as p1 = N1/N and
p0 = N0/N , respectively. The overall energy distribution can be expressed as

fW(x) = p0 f0(x)+ p1 f1(x) , (9.6)

where the components f0(x) and f1(x) are the partial energy distributions under the two
possible events. The model is validated by the experimental results, which are presented
in Section 9.3.

In this model, the outage probability Pout(γ ) is defined as the probability that the
energy of the interfering signal exceeds a given threshold γ . The threshold represents
the critical interference level for correct WPAN operation:

Pout(γ ) =
∫ +∞

γ

fW(x)dx (9.7)

A graphical representation of the model including the outage probability is shown in
Figure 9.4.

9.2.4 Duration of the sensing window

To obtain an accurate observation of the interfering signal, the choice of the number of
samples in the sensing window should take into account the discontinuous channel occu-
pation described above. For example, if the signal is intermittent with a low occupancy
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Figure 9.4 Probability distribution of the received energy fW(x) and outage probability (shaded
part in the figure) (from reference [28], c© 2009 IEEE).

rate, a short sensing time may result in inaccurate statistics for the characterization of
the interference.

In this section, a simple statistical analysis is provided, that aims at determining the
number of samples necessary to collect “sufficiently accurate” statistics of the interfering
traffic. The following assumptions are made:

1. The interfering signal is a stationary random process within the sensing duration,
modeled according to (9.6).

2. Packet arrival times from the interfering (Wi-Fi) source, and the sampling times of
the ED are independent and asynchronous.

The second assumption is justified by the fact that the sensing device and the primary
source of interference are not aware of each other, and therefore they are by no means
synchronized. In addition, the sampling times of the ED are uniformly spaced, whereas
the Wi-Fi packets arrival times are a random process (because of the TCP and the random
delays introduced by the channel).

Under these assumptions, the sensing process can be regarded as a sequence of N
Bernoulli trials, where N is the number of samples collected. At each trial, the probability
of detecting a Wi-Fi packet is equal to p1. Let k be the number of detections (number of
successful Bernoulli trials) in the sensing window. Then, the observed occupation rate
p̂1 relative to the considered sensing window is expressed as

p̂1 = k

N
. (9.8)
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By definition of the Bernoulli process, the variable k has a binomial distribution with
success rate equal to p1, such that

k ∼ B(N , p1) . (9.9)

with probability mass function (PMF) as

fk(k) =
(

N

k

)
pk

1(1− p1)N−k , (9.10)

and an expected value of N p1, and therefore

E [ p̂1] = 1

N
E [k] = p1 , (9.11)

which confirms that, after sampling, p̂1 is consistent and unbiased regardless of the
sampling rate, packet duration, and any other parameters.

We now introduce a confidence interval � to express how close the observed
occupation rate is to the true value (p1). The probability of p̂1 being in the interval
[p1 −�, p1 +�] is

Pr (p1 −� ≤ p̂1 ≤ p1 +�) =
Pr
(

N (p1 −�) ≤ k̂ ≤ N (p1 +�)
)
=

F (N (p1 +�); N , p1)− F (N (p1 −�); N , p1) , (9.12)

where F(k; N , p) is the binomial CDF, that may be expressed using the regularized
incomplete beta function as

F(k; N , p) = I1−p (N − �k�, 1+ �k�) . (9.13)

Equation (9.12) gives the exact relation between the number of samples in the sensing
time and the confidence level, as a function of the occupation probability. However, it
can only be treated numerically to derive N . To obtain a simpler expression, the normal
approximation for the binomial distribution (accurate if N is sufficiently large) was used,
as follows

B(N , p) ≈ N (N p, N p(1− p)) . (9.14)

Starting from (9.12), and applying the approximation in (9.14), the probability becomes

Pr (p1 −� ≤ p̂1 ≤ p1 +�) � erf

(
�
√

N√
2p1(1− p1)

)
. (9.15)

As expected, the probability tends to 1 as N and � increase.
Inverting the probability in (9.15) gives N as a function of the required confidence

level.

Numerical example
Assume a packet duration “over the air” of 2 ms and a packet rate of 90 pps. Thus, the
probability p1 is 0.18. With these data, the minimum number of samples required to
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have an observed p̂1 in the interval [p1 − 0.02, p1 + 0.02] with a confidence of 95% is
N = 1418.

The value N = 15 000, used in the experiments, with the same packet rate and prob-
ability p1, guarantees a confidence of 99.86% with an interval � = 0.01. This results in
a very accurate estimation of the occupancy probability.

Remark
Notice that p̂1 is not an estimation of p1 computed by the receiver, but it is the realization
of p1 in the considered sensing window. However, as N increases, p̂1 becomes closer to
p1. The above analytical results express the discrepancy between p̂1 and p1 as a function
of N , and can be used as a tool to select the proper value for N depending on the required
spectrum sensing reliability.

9.2.5 Sensing duty cycle

In addition to the sensing window duration, it is required to define the sensing duty cycle,
i.e., the percentage of time dedicated by a device to perform spectrum sensing, other than
running the actual application. Obviously, if the duty cycle is too high, a large amount
of delay is suffered by the network application while processing and communicating
data, and thus reducing the data throughput. On the other hand, if the sensing duty
cycle is too low, the network becomes less responsive to the varying channel conditions,
thus leading to the loss of packets and consequently reduced data throughput in case
interference appears in the operating channel.

The communicated data loss for a WPAN device due to the spectrum sensing process
is expressed as:

data loss = sensing duration×WPAN device data rate . (9.16)

The throughput is reduced corresponding to the reduced amount of communicated data.
However, even though spectrum sensing may cause throughput reduction if performed
in a high rate, it is expected that the gain in throughput achieved by moving the network
to a less occupied channel is positive. If the current operating channel is not under inter-
ference, the throughput degradation due to spectrum sensing can be reduced by lowering
the sensing duty cycle. The latter can be controlled dynamically and opportunistically
locally by a WPAN device or in a centralized manner. This issue is further illustrated via
experimental measurements in Section 9.4.2.

9.3 Interference characterization and performance degradation:
measurement results and analysis

In this section, the experimental results are illustrated and analyzed for the considered
scenarios (anechoic chamber, Indoor 1, and Indoor 2). In addition to the quantized energy
PDFs (which are the direct output of the measurements), the analysis is performed by
means of:
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� Spectrograms, to observe the behavior of the interfering traffic jointly in the time
and frequency domains. For this aim, in a spectrogram, the horizontal axis represents
time and the vertical axis represents frequency, such that each vertical slice of the
spectrogram corresponds to the spectrum at a time instant. The spectrogram can be
used to observe the behavior of the interfering signal, whether it occupies the spectrum
continuously or for just a short period.

� Outage probabilities defined according to (9.7), with a threshold γ = −75 dBm
(close to the “clear channel assessment” threshold of the CC2420 transceiver). Outage
probability graphs incorporate in the same figure the probability of misfunctioning of
WPANs versus all the channels (16 channels for the IEEE 802.15.4 standard), and for
all the tested interference data rates. Thus, they provide a meaningful “at a glance”
representation of the spectrum occupancy state.

� Throughput graphs, showing the results of the second set of experiments (described
in Section 9.2.2). Throughput measurements are meant to link the physical layer
characterization of the previous sections to a more application-oriented performance
metric.

These metrics are used to provide a representation and an understanding of the spectrum
occupancy pattern in the presence of interfering sources. Such information can then
be utilized by WPANs to detect the spectrum status efficiently and reliably, thereby
identifying channels under interference, as well as providing information about less
occupied channels in the band. The utilization of the spectrum-sensing information to
perform a dynamic frequency selection is explained in Section 9.4.

9.3.1 Anechoic chamber

The anechoic chamber is chosen as an ideal propagation environment, appropriate for
observing unaltered Wi-Fi signals as well as characterizing their impact on energy dis-
tributions at the ED. Thanks to the electromagnetic properties of the anechoic chamber,
the choice of the channels to perform the experiment is indifferent, as the conditions are
uniform over the whole spectrum. The choice was the following: Wi-Fi interference on
channel 7 of the 802.11 spectrum, WPAN sensing on channels 17–20 of the 802.15.4
spectrum (first set of experiments), and WPAN communication on channel 19 (second
set of experiments).

9.3.1.1 Energy distributions
Figure 9.5 shows the estimated energy PDF observed on the four WPAN channels for
the data rate of 3000 kbps. The graph provides an overview of the type of energy
PDFs encountered in the experiments. The discontinuous signal model introduced in
Section 9.2.3 is validated, as the PDFs consist of two separate components: p0 f0(x) on
the left, resulting from the subset of samples containing only noise, and p1 f1(x), resulting
from the samples containing signal plus noise. The noise part (p0 f0(x)) occupies a small
range of the RSSI values (it is completely contained within the lowest interval). The
weight of the noise component, p0, is approximately constant around 0.5 for all the four
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Figure 9.5 Anechoic chamber: energy PDFs of the four interfered IEEE 802.15.4 channels
(17–20). Wi-Fi data rate: 3000 kbps on Wi-Fi channel 7.

considered channels. The signal part (p1 f1(x)) shows higher RSSI values in the two
central channels (18 and 19); this is a consequence of the shape of the Wi-Fi signal lobe.

Figure 9.6 provides a comparison of the impact of different Wi-Fi data rates, by means
of spectrograms (a) and energy PDFs (b). Spectrograms provide a global representation
of the spectrum occupation. As expected, in the anechoic chamber, all the channels are
vacant except the ones where the Wi-Fi interference is deliberately injected. By varying
the Wi-Fi data rate, the interference intensity becomes more and more evident as the
data rate increases. As mentioned before, the central channels where the interference
is present are more intense than the side channels, this behavior can be seen in the
spectrograms, and it is clearly evident for the interference rate at 3000 kb/s (lower-right
spectrogram). The same behavior is confirmed by the PDFs in Figure 9.6(b), that focus
on the single IEEE 802.15.4 channel 19, in order to illustrate further the effects of
different data rates.

A different analysis of the obtained distribution is provided by Figure 9.7(a), showing
the impact of different Wi-Fi data rates on the variation of the following two parameters:

1. the mean μ of the global PDF fW(x), defined as

μ = E [ fw(x)] = E [p0 f0(x)+ p1 f1(x)] (9.17)

2. the mean μ1 of the signal component:

μ1 � E [ f1(x)] (9.18)
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Figure 9.6 Comparison of the effect of different Wi-Fi data rates using (a) spectrograms of the
IEEE 802.15.4 channels, and (b) energy distribution for IEEE 802.15.4 channel 19 (from
reference [28], c© 2009 IEEE).
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Figure 9.7 Anechoic chamber: analysis of the results, (a) global mean (μ) and mean of the signal
component (μ1) versus channels; (b) outage probability versus channels, for different data rates
(from reference [28], c© 2009 IEEE).
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In this expression, the mean definition is indeed an approximation, since the distinction
between f0 and f1 is somewhat arbitrary. However, in the considered case the domain
of the noise component is so narrow that identifying f1 becomes very intuitive.

From the analysis of the means, it can be observed that:

� the curves of μ and especially μ1 reflect accurately the shape of the Wi-Fi interference
lobe;

� μ1 remains almost unchanged for different data rates. This fact confirms that higher
data rates affect the occupancy rates, but not the RSSI values (notice that μ1 does not
account for the occupancy rate, as its definition in (9.18) does not include the weight
p1);

� on the other hand, μ includes the combined effect of both weights p0 and p1, hence,
in Figure 9.7(a), it can be observed that the values of μ decrease as the data rate
decreases. For data rates lower than 540 kb/s the lobe shape is not visible anymore,
because the dominant component becomes p0 f0, i.e., the component p1 f1 containing
the signal becomes negligible compared to p0 f0 for low data rates;

Finally, Figure 9.7(b) shows the outage probability values, computed according to
(9.7) from the measured quantized PDFs, as a function of the channel number and for
different data rates. The outage probability provides a reliable representation of the
channel occupancy state, as it links the physical energy measurements to application-
related parameters (the threshold γ ); for this reason, it can be used in the context of
dynamic channel allocation as a metric to detect the interference level per channel, and
then to decide the most suitable channel (this will be discussed in detail in Section 9.4).
In the specific case of the anechoic chamber, the outage probability values of central
channels (18 and 19) of the Wi-Fi interference lobe, for all data rates, are higher than
those of the other channels. The growth of the outage probability values is approximately
linear versus the Wi-Fi data rate.

9.3.1.2 Throughput
The results of the second set of experiments are summarized by Figure 9.8, which shows
the achievable WPAN throughput versus different Wi-Fi data rates.

The graph shows, for each of the considered Wi-Fi data rates, the measured maximum,
minimum, and average values of the achieved throughput. The dashed horizontal line on
the upper part of the figure is the maximum theoretical throughput, i.e., the “offered load”
sent by the transmitter. As explained in Section 9.2.2.2, the “instantaneous” throughputs
are calculated on a time window equivalent to 500 received packets (packets are sent by
the transmitter every 9.766 ms), and the duration of each experiment is around 15 min.
This produces a sufficiently accurate statistic to determine the margin of the throughput.

The shaded area in the figure, bounded by the maximum and minimum throughput
curves, represents the “achievable region” in the considered scenario.

It can be seen from the results that the achieved throughput is equal to the offered
load when no interference is present, owing to the ideal environment inside the anechoic
chamber. As the interference data rate increases, the throughput drops correspondingly
in a linear manner. It can be seen also that the difference between the maximum and the



250 Characterization of Wi-Fi interference for dynamic channel allocation in WPANs

Figure 9.8 Relative throughput versus data rate in the anechoic chamber.

minimum throughput is small at low interference data rates, while a relatively higher
difference can be observed at higher Wi-Fi rates.

The results obtained from the throughput tests are consistent with those from the
energy-based analysis previously presented, and therefore presenting a motivation for
frequency agility mechanisms, to improve the performance of WPANs.

9.3.2 Indoor 1

In this section, the same set of experiments is performed in a realistic indoor environment,
to study the effect of multipath propagation, as it typically occurs in the environments
where WPANs are deployed. In this part, the goal is to isolate the effects of wave
propagation only, and not to consider the background Wi-Fi interference which may be
present as well (it is taken into account in the next scenario, “Indoor 2”).

For this purpose, a preliminary measurement has been carried out to observe the
spectrum conditions per se, without any deliberately injected interference. Results are
shown in Figure 9.9. The spectrogram reveals a background interference concentrated
in three Wi-Fi subbands, that are visible as the “stripes” in the graph. The presence
of these stripes depends on the current usage of the Wi-Fi networks available in the
considered environment. In this graph, they correspond to Wi-Fi channels 1, 6, and 11
of the 802.11b spectrum. Interference looks more intense on Wi-Fi channel 6 and lighter
on Wi-Fi channel 11. It can be seen that no traffic is present on IEEE 802.15.4 channels
25 and 26.

Given these conditions, the choice of channels to be used for the experiments was
the following: Wi-Fi interference on channel 13 of the 802.11b spectrum (overlapping
with IEEE 802.15.4 channels 23–26), WPAN sensing on channels 23–26 of the 802.15.4
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Figure 9.9 Indoor 1: spectrogram without injected interference (from [28], c© 2009 IEEE).

spectrum (first set of experiments), and WPAN communication on channel 25 of the
802.15.4 spectrum (second set of experiments). With this choice, an indoor environment
with no background interference at all is attained on IEEE 802.15.4 channels 25 and 26,
while on the other two channels, 23 and 24, some background interference is present,
even though not very high.

9.3.2.1 Energy distributions
The energy PDFs obtained in the Indoor 1 environment are shown in Figure 9.10, for the
IEEE 802.15.4 channels 23–26 under Wi-Fi interference with a data rate of 3000 kbps.

Compared to the anechoic chamber, the shape of the signal component f1 is different,
as it shows more symmetry; this may be explained as an effect of multipath propagation,
where multiple components are summed up, resulting in a lognormal distribution (note
that the RSSI scale is in dBm). The occupancy rates p0 and p1 remain approximately of
the same order. On the other hand, the RSSI values of f1 are higher (by ∼ 10 dB) than
those in the anechoic chamber.

The impact of different data rates is compared in Figure 9.11, in terms of spectrograms
(a) and energy PDFs for the channel-25 (b). In the spectrograms, the contribution of the
injected traffic is visible, in addition to the pre-existing interference. Compared to the
anechoic chamber, higher energy values are observed. The same results are confirmed
by the PDF: occupancy rates are similar to those of the previous scenario, but the RSSI
values corresponding to f1 are higher.

The PDF measurements are analyzed in Figure 9.12, in terms of mean values (a) and
outage probabilities (b). The trend observed in the anechoic chamber is confirmed also in
the indoor environment. In Figure 9.12(a), μ1 remains almost constant regardless of the
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Figure 9.10 Indoor 1: energy PDFs of the four interfered IEEE 802.15.4 channels (23–26). Wi-Fi
data rate: 3000 kbps on Wi-Fi channel 13.

data rate (especially on channels 25 and 26 which are free from background interference),
whereas the global mean μ increases as the data rate increases. However, the behavior is
less “ideal” than in the previous case, because of reflections and a potentially changing
propagation environment (moving people, objects, etc.). Furthermore, compared to the
anechoic chamber test, both μ1 and μ are higher for corresponding data rates. This
phenomenon occurs also in channels 25 and 26, which are not affected by background
interference. This leads to the conclusion that the presence of multipath reflections
causes constructive signal interference, and thereby increases the RSSI values.

The outage probability plot in Figure 9.12(b) provides again a meaningful representa-
tion of the channel occupation. The values calculated for IEEE 802.15.4 channels 11–21
are nearly zero, hence the background interference present in this case can be considered
negligible. On the contrary, the channels where the injected Wi-Fi interference is present
can be clearly distinguished. Comparing these results with those in ideal conditions
(Figure 9.7), for corresponding data rates, it can be concluded that:

1. On the “central” channels (i.e., channel 25 for Indoor 1 versus channel 19 in the
anechoic chamber), the outage probability values are slightly higher in the Indoor 1
environment. Due to the availability of more instances of the signal reflected back to
the ED, the increase is observed to be insignificant.

2. On “side” channels (i.e. channel 26 for Indoor 1 versus channel 20 for the ane-
choic chamber), outage probabilities in the Indoor 1 scenario are definitely higher,
and become comparable to the central ones. This observation can be interpreted as
follows: in the indoor scenario, multipath propagation alters the effect of the Wi-Fi
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Figure 9.11 Indoor 1: comparison of the effect of different Wi-Fi data rates using
(a) spectrograms of the IEEE 802.15.4 channels, and (b) energy distribution for IEEE 802.15.4
channel 25 (from reference [28], c© 2009 IEEE).
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Figure 9.12 Indoor 1: analysis of the results, (a) global mean (μ) and mean of the signal
component (μ1) versus channels; (b) outage probability versus channels, for different data rates
(from reference [28], c© 2009 IEEE).
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Figure 9.13 Relative throughput versus data rate for Indoor 1 scenario.

pulse shape filter, and results in a distortion of the signal shape in frequency; as
a consequence, the interference lobe takes a rectangular shape instead of a raised
cosine shape observed in the anechoic chamber.

9.3.2.2 Throughput
Figure 9.13 shows the achieved throughput for different Wi-Fi data rates. The results
show that even when no injected Wi-Fi interference is present, the maximum achieved
throughput is lower than the offered load (30 310 bit/s), which is a typical behavior
in realistic environments. Furthermore, the presence of Wi-Fi interference results in a
significant drop of the throughput even at low data rates.

It is evident from the graph that the variance of the throughput at each of the considered
Wi-Fi rates is much higher than that of the anechoic chamber, due to the randomness
resulting from the increased traffic. The maximum achieved throughput in this scenario
lies within the throughput range of Figure 9.8 of the anechoic chamber, meaning that the
best environment conditions in a realistic indoor scenario with negligible background
interference is closely similar to an anechoic chamber or an ideal environment.

9.3.3 Indoor 2

In this scenario, a realistic indoor environment was considered in the presence of high
background interference, to study the combined effects of both multipath propagation
and multiple interference sources.

The spectrogram of the IEEE 802.15.4 channels with no injected traffic is shown in
Figure 9.14. Higher background interference levels can be observed in this spectrogram
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Figure 9.14 Indoor 2: spectrogram without injected interference (from reference [28], c© 2009
IEEE).

compared to those in Figure 9.9. The AP was set to transmit interference on Wi-Fi
channel 4 (overlapping with IEEE 802.15.4 channels 14–17) where high background
interference is present, ensuring the consideration of multiple interference sources.

9.3.3.1 Energy distributions
Figure 9.15 shows the energy PDFs for the IEEE 802.15.4 channels 14–17 under the
Wi-Fi interference, with data rate 3000 kbps. It can be seen that the levels of μ1 are
similar to those in the Indoor 1 scenario, which leads to the conclusion that the increase
in the level of μ1 in realistic indoor environments compared to the anechoic chamber
is due to multipath propagations. Furthermore, f1 maintains a shape similar to that in
the Indoor 1 scenario, while the presence rate p1 has a much higher value compared
to those in both scenarios (the anechoic chamber and the Indoor 1), as a result of high
background interference.

Figure 9.16(a) shows spectrograms of the IEEE 802.15.4 channels, for each of the
considered Wi-Fi interference data rates. Multiple sources of interference are visible in
addition to the injected traffic. Energy PDFs of IEEE 802.15.4 channel 15 for the
considered Wi-Fi interference data rates can be seen in Figure 9.16(b). Again, the value
of μ1 is independent of the data rate, while the presence rate p1 increases as the data
rate increases. The values of p1 at low interference data rates (108 kb/s, 540 kb/s) are
similar to those in both the anechoic chamber and the Indoor 1 scenarios, but they
become significantly larger at higher data rates (1080 kb/s, 3000 kb/s) owing to the
highly increased level of the total interference.
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Figure 9.15 Indoor 2: energy PDFs of the four interfered IEEE 802.15.4 channels (14–17). Wi-Fi
data rate: 3000 kbps on Wi-Fi channel 4.

The global mean (μ) of the energy distribution as well as the mean (μ1) of the signal
part are shown in Figure 9.17(a) for the considered data rates. These values follow a
similar behavior to the previous two scenarios. The global mean (μ) increases as the
data rate increases due to higher presence rates (p1). The mean μ1 maintains an almost
constant level regardless of the data rate.

It is worth noticing, however, that the value of μ1 at channel 16 increases with the data
rate. This behavior was investigated by referring to Figure 9.15 at channel 16, where a
PDF component with the energy interval−70 dBm to−75 dBm is present. It was found
that this component is present with all the data rates in this channel, and has the same
probability. As a result, μ1 is affected by two components, the latter energy interval
and the actual mode of the distribution f1. This is a typical behavior of the Indoor 2
environment, where users have no control on the spectrum occupation.

Figure 9.17(b) shows the outage probability per IEEE 802.15.4 channels for all the
considered data rates. It can be seen that the channels 14–17 under the injected Wi-Fi
interference suffer in this case from very high probability of malfunctioning, reaching
up to 0.9 for higher data rates, because of the combined sources of interference. Lower
outage probabilities are shown for lower traffic rates. Outage probabilities can also be
seen in the other channels owing to the relatively high background interference.

9.3.3.2 Throughput
The relative throughput versus data rate is shown in Figure 9.18. The measurements
were performed under the same conditions as in the Indoor 1 case, thus allowing a direct
comparison.



258 Characterization of Wi-Fi interference for dynamic channel allocation in WPANs

Time [min]

C
h

a
n

n
e

l 
n

u
m

b
e

r

Average RSSI [dBm],108 kb/s

2 4 6 8 101214161820

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26 −inf

−90

−85

−80

−75

−70

−65

−60

>−55

Time [min]

C
h
a
n
n
e
l 
n
u
m

b
e
r

Average RSSI [dBm],540 kb/s

2 4 6 8 101214161820

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26 −inf

−90

−85

−80

−75

−70

−65

−60

>−55

Time [min]

C
h

a
n

n
e

l 
n

u
m

b
e

r

Average RSSI [dBm],1080 kb/s

2 4 6 8 101214161820

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26 −inf

−90

−85

−80

−75

−70

−65

−60

>−55

Time [min]

C
h
a
n
n
e
l 
n
u
m

b
e
r

Average RSSI [dBm],3000 kb/s

2 4 6 8 101214161820

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26 −inf

−90

−85

−80

−75

−70

−65

−60

>−55

(a)

(b)

Figure 9.16 Indoor 2: comparison of the effect of different Wi-Fi data rates using
(a) spectrograms of the IEEE 802.15.4 channels, and (b) energy distribution for IEEE 802.15.4
channel 15 (from reference [28], c© 2009 IEEE).



9.3 Interference characterization and performance degradation 259

Figure 9.17 Indoor 2: analysis of the results; (a) global mean (μ) and mean of the signal
component (μ1) versus channels; (b) outage probability versus channels, for different data rates
(from reference [28], c© 2009 IEEE).
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Figure 9.18 Relative throughput versus data rate for Indoor 2 scenario.

In general, the range of the throughput in this scenario has a lower level: for example,
in the case of 3000 kbps the maximum value obtained was less than 2 kbps (compared
to 7.5 kbps in the Indoor 1 scenario). The severe reduction of achievable throughput
is in agreement with the higher outage probabilities observed in this scenario, that, as
expected, is the most challenging for the WPAN communication.

It is important to notice that even when no traffic is injected in this environment,
the throughput does not reach the offered load, owing to the presence of background
interference.

9.3.4 Analyzing the different spectrum evaluation metrics

The various spectrum evaluation metrics were introduced in order to identify a pattern
for the spectrum occupation, such that WPAN devices can detect interference efficiently
and reliably and use the best available channel in the band. These metrics were able to
determine the spectrum occupancy state from different aspects. The significance of each
of the metrics is discussed in the following.

Energy probability distributions (PDFs) are the direct output of the spectrum-sensing
process; they clearly show the signal part p1 f1(x) and the noise part p0 f0(x) of the
distribution, and how they scale for different data rates. Energy PDFs are the basis for
all the other evaluation metrics.

The average RSSI values μ and μ1 per channel were able to detect the presence of
interference, but they do not indicate whether or not the interference is harmful to WPAN
communications.
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Spectrograms provide a temporal visualization of the spectrum occupancy state, they
are obtained by plotting the average RSSI values μ over time, and therefore they are able
to determine whether the present interference source is persistent or just a temporary
one.

The outage probability per channel graphs were able to offer an accurate detection of
the interference, as they consider the part of the energy PDF that is deemed harmful for
WPANs. In addition, outage probability values scale smoothly and meaningfully with
the interference data rate. It is also possible to introduce the time dimension to the outage
probability.

For the dynamic channel allocation algorithm, the outage probability per channel is
suggested as the spectrum evaluation metric.

9.4 Improving WPAN’s reliability under interference:
dynamic channel selection

From the results of the previous section, it is evident that the Wi-Fi interference has a
significant impact on the efficient operation of WPANs, like the one considered in the
testbed. It has been observed that, as expected, such impact becomes more harmful as the
Wi-Fi data rate increases and, also, that indoor environments introduce additional issues
due to multipath propagation and to the possible presence of background interference.

In order to improve the reliability of WPAN communication, it is desirable that the
network devices are capable of recognizing critical situations (e.g., the presence of co-
located Wi-Fi networks) in an autonomous and reactive way, so as to enable frequency
agility mechanisms.

9.4.1 Algorithm description

The outage probability values introduced in the previous sections proved to reflect accu-
rately the channel occupancy level, as they show significant changes among different data
rates as well as different propagation environments. For this reason, outage probabilities
computed in real time by WPAN nodes from the collected energy measurements will be
adopted as the metric for the evaluation of channel occupancy condition, and therefore,
the selection of the most suitable channel in a frequency agile network protocol.

Algorithm 9.1 explains in detail how the proposed frequency selection method
works.The pseudo-code refers to a single time slot, composed of a number of sens-
ing windows equal to the number of channels, M , potentially available in the considered
band (as an example, M = 16 for the 802.15.4 WPANs considered in the experiments).
In addition, the algorithm takes as inputs the number of quantization intervals Q, the
number of samples gathered during the sensing window, the edges of the quantization
interval (a vector of length Q), and the outage probability threshold γ (−75 dBm for the
hardware used in the experiments), to which the algorithm associates the corresponding
edge index θ . In this way, the outage probability is computed simply as a sum of the
number of samples contained in the intervals from θ to Q.



262 Characterization of Wi-Fi interference for dynamic channel allocation in WPANs

Algorithm 9.1 Channel selection based on outage probability.

1: M : number of potentially available channels
2: N : number of energy samples per channel
3: Q: number of energy quantization intervals
4: γ : outage probability threshold
5: edges[Q + 1]: vector of limits of quantization intervals
6: θ ← arg mini∈{1,...,Q+1} |edges(i)− γ |
7: for c = 1 to M do
8: Initialize: pdf(i) = 0, i = 1 to Q
9: for n = 1 to N do
10: W (n) ← read energy value from RSSI register
11: choose i ∈ {1, . . . , Q} such that:

edges(i) < W (n) ≤ edges(i + 1)
12: increment pdf(i)
13: end for
14: Pout(c) ← 1

N

∑Q
i=θ pdf(i)

15: end for
16: Best channel: c∗ ← arg minc∈{1,...,M} Pout(c)

The output of the algorithm, at each time slot, is the index of the “best channel”
chosen according to the outage probability. Such information is then forwarded to
the upper network layers, and used every time a frequency change is needed. The
algorithm, by acting as a background task, makes possible a “proactive” spectrum
management, such that a device is ready at any time to allocate itself to a new channel, if
required.

The procedure of frequency change may be initiated by a single node or in a distributed
manner based on a collaborative protocol. Frequency change can take place in response
to critical and persisting conditions, such as throughput drop, high packet loss rate,
or also outage probability remaining above a maximum value for a certain time. In
general, the decision of changing frequency should not be made every time a better
channel is identified, because it involves an additional “cost” for the network in terms
of exchange of messages (to inform all nodes about the new channel number) and of
resynchronization. For this reason, it should be limited to cases where it is essential for
the network functioning.

The selection of the best channel is updated every time a new spectrum-sensing phase
is performed, and it could be more reliable if based on a certain number of previous
measurements instead of only the latest one. In this case the network is able to detect
persistent interference sources, and not just temporary ones.

The task of deciding the number of nodes involved in the sensing operation, and
scheduling the sensing process (in terms of sensing window duration, number of samples
per window, and sensing duty cycle) is devolved upon the upper layers, and should
take into account the tradeoff between sensing accuracy, time left for communication,
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and reactivity in the detection of interference, etc., according to Section 9.2.4 and
Section 9.2.5.

The complexity of the algorithm can be computed as follows. First, the energy detector
collects energy samples: this process involves N readings of the RSSI register per
channel for a total of M . Second, the samples are quantized by inserting them into
energy intervals (a total of Q intervals): this phase is performed in a maximum of
O(log2 Q) operations. Therefore, the complexity grows as O

(
M N log2 Q

)
. In addition

to controlling the number of samples N (as discussed previously), the complexity can
be further adjusted by assigning different nodes to sense different channels such that
a WPAN device can scan a certain group of channels instead of the whole band, and
thus reduce M . Furthermore, the number of quantization intervals Q can be reduced
down to a minimum of two intervals distributed around the threshold γ , such that the
WPAN device is able to calculate the outage probability. By manipulating the different
parameters, complexity becomes affordable by devices with reduced computational
power such as WPAN nodes.

9.4.2 Simulation results

In this section, simulation results are shown, illustrating the behavior of the outage
probability-based channel selection algorithm. The first couple of tests were performed
in a challenging environment: a relatively low-rate Wi-Fi traffic (108 kbps), in non-ideal
environments (Indoor 1 and Indoor 2), to verify whether the developed algorithm is
able to identify the best channel when interference might not be clearly distinguish-
able from noise. To observe better the convergence of the algorithm, a coarse sensing
resolution was chosen (N = 10 samples per window, which is far from the hardware
limits).

The results of these tests are shown in Figure 9.19 and Figure 9.20, referring to
scenario Indoor 1 and Indoor 2, respectively. In both figures, the upper graph (a) shows
how the estimated outage probability evolves over time, as a function of the available
samples; the lower graph (b) depicts the channel selected according to the algorithm,
i.e., the index of the channel having the lowest outage probability.

From the figures, the convergence of the outage probability is evident in both the
environments: after a short transient (around 40 windows, equivalent to 400 samples)
the average outage probability values appear stable for all 16 channels. In particular, the
channels intercepted by Wi-Fi interference are clearly identifiable: in the case of Indoor
1, the four channels corresponding to the injected interference (from 23 to 26) show
an outage level of around 0.04–0.05. At the same time, there are other channels with
even higher interference (e.g., channel 18), which in this experiment was not injected
on purpose, but is clearly detected as well. This fact confirms the responsiveness of the
proposed algorithm to arbitrary interference conditions.

In the case of Indoor 2, the outage probability levels are generally higher, since the
background interference adds to the injected traffic. This effect is evident, for instance,
on channel 17. However, the outage probability curves are quite stable also in this
case.
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Figure 9.19 Indoor 1: output of the channel selection algorithm, N = 10, Q = 15, M = 16,
γ = −75 dBm, Wi-Fi data rate 108 kbps: (a) estimated outage probability (temporal evolution);
(b) “best channel” selected by the algorithm.
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Figure 9.20 Indoor 2: output of the channel selection algorithm, N = 10, Q = 15, M = 16,
γ = −75 dBm, Wi-Fi data rate 108 kbps: (a) estimated outage probability (temporal evolution).
(b) “best channel” selected by the algorithm.
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Figure 9.21 Throughput transition after switching from the starting channel under 540 kbps
Wi-Fi interference to a free channel in the Indoor 1 scenario.

Regarding the selected channels, the algorithm is able to identify the best channel after
a short time. Considering, for example, Figure 9.19(b), after fewer than 20 windows the
algorithm selects channel 15, that will keep an almost null outage probability for all the
sensing duration. Later, channel 21 is identified as the best one; however, the outage
value of channels 15 and 21 are both very low, hence in a practical implementation
this change of the optimal channel would not necessarily imply a frequency change for
the network (it is important to this purpose that the algorithm outputs not only the best
channel index, but also its outage probability value). Similar consideration can be given
also for the other case, Figure 9.20(b).

The convergence curves also provide an empirical validation of the analytical model
in Section 9.2.4 proposed to determine the length of the sensing window: in both the
observed cases, the outage probability converges after around 300–400 samples, which is
consistent with the analytical results (which, indeed, turn out to be rather conservative).

Finally, the throughput increase resulting from channel reallocation is investigated.
As an example, Figure 9.21 reports the results obtained in an Indoor 1 scenario with
Wi-Fi interference at 540 kbps. The benefits deriving from a dynamic channel allocation
are evident from this graph.

The first part represents the “instantaneous” throughput values, measured on windows
of 500 received packets (refer to Section 9.2.2), while the second part shows the through-
puts achieved after switching to the new channel, selected by the algorithm. As expected,
the values of throughput after the transition get close to the maximum (30 310 bps), as
shown in Section 9.3. Furthermore, the variance of the instantaneous throughput values
decreases significantly, ensuring a persistent high throughput communication.
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In order to discuss further the issue of the throughput reduction due to spectrum
sensing as described in Section 9.2.5, it can be seen that the average throughput in the
starting channel is approximately 19 kbps, and if the sensing duty cycle is set to 10%
with a sensing window of 1 s, the throughout loss corresponds to 19 kb of reduced
communicated data according to (9.16). By allocating the WPAN to the new channel,
the new throughput is approximately 29 kbps, achieving a throughput gain of 10 kbps,
i.e., 90 kb data gain for the 90% of the time when the WPAN is communicating data.
The throughput gain can be even higher if the starting channel or the current operating
channel is under higher interference. On the other hand, if the current operating channel
is not under interference, the throughput reduction is not compensated. In this case, the
sensing duty cycle can be reduced to minimize the data loss.

9.5 Conclusion

Dynamic frequency allocation is believed to be one of the most promising solutions
to improve reliability and efficiency of low-power, short-range networks. Following the
Cognitive Radio paradigm, efficient coexistence among heterogeneous users can be
achieved by smart spectrum-sensing and sharing mechanisms. The envisioned outcome
of this approach is a safe and reliable operation of a large number of devices even in
overcrowded portions of the spectrum, such as the 2.4 GHz ISM band.

In this chapter, the potential of frequency agility in low-power networks has been
thoroughly investigated by implementing spectrum-sensing features in a WPAN testbed –
based on the IEEE 802.15.4 standard – operating in the presence of coexisting IEEE
802.11 Wi-Fi networks. In designing a WPAN-specific spectrum-sensing methodology,
two main aspects have been taken into account: (a) the need for low complexity, due
to the limited computational power of this type of device, and (b) the bursty nature of
interference, which is typical of Wi-Fi traffic or similar sources of interference.

The experiments carried out and analyzed in the previous pages illustrate that nodes
equipped with spectrum-sensing capabilities are able to detect the presence of Wi-Fi
interfering traffic with a satisfying degree of reliability in all considered scenarios.
Several evaluation metrics have been introduced in order to characterize the spectrum
occupancy state from different points of view. In particular, the outage probability has
been chosen as the reference metric for implementing a dynamic frequency allocating
WPAN. Experimental results have revealed a substantial throughput improvement thanks
to the implementation of such reallocation procedures, thus confirming the potential of
spectrum-sensing and frequency agility features in WPANs and, more generally, short-
range communication systems.
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10 Energy saving in low-rate systems
Tae Rim Park and Myung J. Lee

In low-rate wireless networks, energy saving has been one of the recent important
research challenges. Compared to high-rate networks designed for multimedia data
streaming or large file transfer, low-rate systems focus mainly on monitoring and
control applications. In most of these applications, devices are expected to have low
data rates and to operate on battery. Since replacing or recharging the battery is dif-
ficult in many situations, conserving battery power without comprising reliability is
one of the essential challenges. In this chapter, we discuss the energy efficiency of
medium access control (MAC) layer protocols because they control actual transmission
and reception of devices, and therefore play a critical role in the energy consumption
aspects.

10.1 Background on energy efficiency

Recently, saving energy has been a prominent topic in the wireless communications
and networking community. Almost all devices changing our lifestyle such as laptops,
smart phones, and small environmental sensors operate on battery, and equip wireless
interfaces to connect to the outside world. Trouble comes mainly from the following fact:
while most technologies for portable electronic devices are evolving very rapidly, the
energy density of batteries has crawled by merely a factor of 3 over the past 15 years [1].
Moreover, in many applications, such as environmental sensing, replacing or recharging
batteries is costly and not feasible.

The only standard MAC protocol for the low-power and low-rate wireless networks
is the IEEE 802.15.4 protocol [2]. Although the standard supports energy saving, the
actual energy saving is not realized without proper use of certain functions. For example,
transceiver cc2420, currently the market leader supporting the IEEE 802.15.4 standard,
drains 17.4 mA when it transmits a frame [3]. A greedier current drainer is, however,
idle listening as it consumes 19.7 mA. If a device operates on two AA batteries of
1600 mAh, the lifetime of the device might be only 3.4 days without even considering
the energy consumptions in other modules of a sensor device such as a micro-controller
and numerous sensors [4].

Energy harvesting or scavenging from the ambient environment is a good candidate
for energy efficiency. Recently, research in the fields of thermal, motion, vibration, and
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Table 10.1 Ambient energy sources and harvested power [1].

Source Source energy density Harvested energy density

Ambient light
Indoor 0.1 mW/cm2 10 μW/cm2

Outdoor 100 mW/cm2 10 mW/cm2

Vibration/motion
Human 0.5 m @ 1Hz 1 m/s2 @ 50 Hz 4 μW/cm2

Industrial 1 m @ 5 Hz 10 m/s2 @ 1 kHz 100 μW/cm2

Thermal energy
Human 20 mW/cm2 30 μW/cm2

Industrial 100 mW/cm2 1–10 mW/cm2

RF
Cell phone 0.3 μW/cm2 0.1 μW/cm2

electromagnetic radiation have addressed the efficiency issue in smaller embodiments
[1]. Energy sources and their corresponding energy densities of up-to-date technologies
are summarized in Table 10.1.

In most cases, these harvesting technologies can only be used in limited situations
because of time and location constraints. Moreover, the efficiency of the harvesting
modules and the energy source itself (except for outdoor ambient light) may not be
sufficient for the current wireless devices. Thus, one possible approach may lean towards
ultra low-power circuit technologies to reduce the energy consumption [5]. The first
step is to understand energy expenditures in different components of communication
technology.

The energy of the signal consumed to carry information over the air is the essential step
to understand the energy consumption for communication. The signal energy depends
on two parameters: transmission power and duration. The transmission power is set for
a power amplifier of a transmitter. The latter is controlled by modulation and coding
schemes, which determine the information rate, R. Thus, the energy to transmit a frame
is a function of three parameters: R, power of amplifier Pamp, and frame length L .

If a frame is successfully detected at a receiver, the energy of each bit composing the
frame should be larger than the required level at the receiver. In general, the energy per
bit in the transmitted signal is defined with signal power, P0 as

Eb = P0

R
. (10.1)

Also, if t0 denotes the frame duration, the energy per frame can be obtained as in
Figure 10.1.

The required power to attain a desired bit error rate (BER) is derived as a function of
Eb and N0, where N0 is the noise power spectral density in W/Hz. The attenuation of the
transmitted signal through the wireless media depends mainly on the operating frequency,
the distance between the transmitter and the receiver, and the antenna properties. When
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Figure 10.1 Energy per frame.

Figure 10.2 Comparision of two energy control methods: transmission power control (P0 → P1)
versus transmission time control (t0 → t1).

the transmitted power is Ptx, the dissipated power Pamp at the amplifier is

Pamp = αamp + βamp Ptx , (10.2)

where αamp and βamp are constants, and their values depend on the process technology
and the amplifier architecture [6]. An example is presented in reference [6], where αamp

and βamp are 174 mW and 5 mW, respectively. Thus, the efficiency of the amplifier when
Ptx = 1 mW (0 dBm) is given by

Ptx

Pamp
= 1

174+ 5× 1
≈ 0.55% . (10.3)

If Pamp is expected to have a large margin at the receiver, reducing the transmitter
power is essential in order to achieve energy savings. Furthermore, modulation and
coding schemes can be adopted to control the energy consumption as well. Figure 10.2
compares two power control methods.

Although the consumed energies (areas) of two control methods are equal, controlling
modulation and coding must match ensuing bit error performance as well. In Figure 10.3,
we compare the BERs of four modulation techniques.
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Figure 10.3 Bit error probability curves for four different modulation options.

Assume that the required BER is 10−5 and Eb/N0 of a received signal using QPSK is
25 dB and also that adaptive modulation is available and the transmission power is fixed.
If the transmitter changes the modulation to 16QAM, then Eb/N0 would be reduced
to 22 dB, still meeting the BER requirement (see Figure 10.3). Adopting 64QAM
requires Eb/N0 larger than 25 dB, so it cannot fulfill the BER requirement. Thus, using
16QAM is the most energy efficient option in this example. However, if the transmission
power can be controlled, the situation permits different solutions. In that case, using
BPSK is the most efficient method if we disregard the energy consumption of other
components. Unfortunately, in many simple devices, adaptive modulation and coding
are not supported [2, 3, 7, 8].

In practice, power control is used only in limited cases, since it may require changes
in the network topology, which in turn has an impact on higher layer performances such
as routing and transport. A concern is also on the reduction of the signal margin, which
may hamper the signal quality in dynamic noisy wireless environments.

Besides the issue of efficient channel utilization, transmit and receive circuitries spend
energy for modulation/demodulation and coding/decoding. An internal architecture of a
network device is presented in references [6,9], which shows that the power consumption
of the modulation and coding block is 151 mW and that of the demodulation and decoding
block is 279 mW.

The models we have discussed so far focus on the energy consumption during trans-
mission and reception. However, in reality, a wireless channel is shared by multiple
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Figure 10.4 Example time line of channel activity in view of energy consumption.

network devices. Exact transmission times are hard to predict. Therefore, energy spent
for sensing and contending the channel becomes critical.

Based on this understanding, the energy consumption pattern is analyzed in refer-
ence [10] to identify the exact sources of inefficient energy expenditure for communi-
cations. The authors presented four sources of power consumption, namely, collision,
overhearing, control packet overhearing, and idle listening. Among those, they reported
that idle listening is a major power drainer. As shown in reference [11], 90% of time is
used for idle listening in many applications (see Figure 10.4). The power level for idle
listening is the same as that of frame reception [3, 7, 8].

One possible way to resolve the idle listening issue is to define a role for a network
device. For example, a small sensor may transmit frames to a coordinator located within
one hop range without receiving any frame after joining the network. In this case, the
device does not need to spend energy for channel monitoring (idle listening) for possible
incoming frames. IEEE 802.15.4 supports such a device, and calls it a reduced function
device (RFD) [2]. The RFD joins the network as a member but does not support the
functions of the network coordinator. It can communicate only with a full function device
(FFD). Thus, it can be implemented with minimal processing capability and memory.
Even for transmission, the device can monitor the channel minimally. Since the carrier-
sense multiple-access with collision avoidance (CSMA-CA) in IEEE 802.15.4 requires
monitoring the channel only at the last slot of chosen back-off slots, the RFD can
decrease a backoff counter without monitoring the channel before the last slot. In order
to transmit a frame to an RFD, the coordinator has to follow a specific protocol, named
indirect transmission. We discuss this method in the next subsection.

However, this type of approach is hardly generalized. Even small sensor devices are
required to have the receiving function to reconfigure control parameters or to request
on-demand data transmission. Moreover, in multihop sensor networks, frame reception
is an essential function for relaying frames.

Another interesting approach to deal with idle listening is to use low-power radio
only for monitoring the communication channel [5, 11–13]. A method, usually called a
wake-up radio, reasons that the high-quality signal and high-power processing are not
required to detect incoming frames. Thus, the system consists of two radios: low-power
wake-up radio and high-power main radio. The main radio supports high-speed data
transmission and reception. It is more energy efficient than the wake-up radio when it
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is used for large data exchange. However, it consumes significantly higher energy for
monitoring the channel. Thus, the system attempts to make the main radio sleep while
it is not involved in any frame exchange.

Usually, the wake-up radio consumes extremely low energy (in the order of μW) and
is only used to transmit binary information or the destination address to trigger the main
radio of a designating node. Nodes wait for incoming frames only with the wake-up
radio. If a node has a frame to transmit, it first transmits the wake-up request with the
wake-up channel, then transmits the data frame through the main radio.

One of the problems is the additional cost. For many sensor applications where low
hardware cost and small form factor are the key success indicators, increased cost can
become a main hurdle. The second problem is the technology for low-power wake-up
radio itself. Making stable ultra low-power wake-up radio is still challenging. The state
of the art researches in this field are introduced in references [5, 12].

The most common approach is to design an energy saving function in a MAC protocol
with a single radio to control times at which the device turns on or off the radio circuitry.
It is usually located above the channel access function such as CSMA-CA. The goal of
the protocol is to assign as much sleeping time (turning off the radio) as possible without
degrading the required quality of services including latency and reliability.

10.1.1 Measure of energy consumption

Energy efficiency can be discussed from different aspects. Therefore, it is useful to define
a set of proper measures with which different systems can be evaluated objectively. Here,
we present four commonly used measures.

Energy per bit (joule/bit) a measure to present how much energy is used to transmit
or receive data. It is one of the best measures for presenting the energy efficiency
of a transmission or reception technology. If the energy consumption of a com-
munication chain consisting of the transmitter and receiver is considered, because
of asymmetric energy consumption, the summation of transmitter and receiver
energy consumption is also used.

Energy delay product (joule-s/bit) a measure to consider the latency together with
the energy consumption. It is useful to optimize energy consumption as well as
latency. Because of the tradeoff relation, system designers usually sacrifice delay
to acquire higher energy efficiency. It is acceptable especially in delay-tolerant
systems such as wireless sensor networks. However, if a latency constraint is
requested, the energy delay product is a more applicable metric.

Energy per correctly received bit (joule/bit) a measure to count how much energy is
used to transmit or receive data correctly over time. While energy per bit focuses
on the time only when the transmission activity happens, energy per correctly
received bit includes all energy consumption such as for idle listening, contending,
and overhearing. Although it is a good measure for optimizing entire energy
consumption over the network, the analytical modelling based on the measure is
difficult. Thus, it is often used for simulation results or undersimplified models.
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Active time/active ratio a measure to present the effects of energy saving algorithms
on the sleeping time. Although the active time does not distinguish the actual
energy for transmission, reception, and idle listening, it is a reasonable measure
of energy consumption. In many low-power devices, the energy consumption for
transmission is quite similar to that for reception (including idle listening and
channel sensing). The energy consumption for transmission or reception is much
larger than that for the standby or power down mode used for sleeping [3, 7, 8].
When designing a duty cycle-based MAC, the active ratio is defined as the average
active period per unit time.

10.2 Energy saving MACs

As noted earlier, the MAC layer plays a critical role in energy saving, which is an
important aspect in low-rate networks. We classify energy saving MAC protocols into
two high-level groups: asymmetric single-hop and symmetric multihop.

Asymmetric single-hop networks are basic forms of wireless networks. Representa-
tive examples of this type of network are IEEE 802.11 power-saving mode [14] and
IEEE 802.15.4 beacon mode. Usually, these types of network consist of a coordinator
and devices located within one hop communication range of the coordinator. The coordi-
nator is a network controller having more processing power and energy. Although WiFi
Alliance has a task group working on energy saving for the battery-powered coordinator
(access point in IEEE 802) itself [20], most protocols so far have been focusing on how
to provide low-power reception for general devices.

On the other hand, symmetric multihop networks are an extended form of networks.
When an application requires a coverage greater than one hop range of a node, it is
natural to use a multihop network. The first candidate may be to use multiple asymmetric
single-hop networks and to connect those clusters with wireless or wired links. The
other approach is to design a symmetric multihop network. The latter is common in
low-power and low-rate sensor networks with small symmetric sensor devices. Several
examples of such MAC protocols are found in references [10, 11, 16–19, 24].

For asymmetric single-hop networks and symmetric multihop networks, turning on
the radio circuitry only when it involves frame transaction activity is the best policy for
energy savings. Therefore, a corresponding MAC protocol should support a function to
buffer a frame for sleeping recipients at the transmitter and a function to retrieve the
buffered frame at the receiver.

Although the retrieving function may be performed aperiodically for some applica-
tions in order to minimize energy consumption, this function is usually performed at
periodic wake-up intervals owing to a latency constraint. To compare various MAC
protocols, we assume that all protocols maintain the same wake-up interval and that the
data rate is low. Also, the low-rate assumption is helpful to separate energy saving issues
from idle listening and other issues such as contending and overhearing. Finally, we use
active time per wake-up interval as a measure for comprehensive analysis in the time
line with simplified energy consumption model.
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Figure 10.5 Asymmetric single-hop MAC classification.

10.2.1 Asymmetric single-hop MACs

For asymmetric MACs, it can be assumed that a coordinator is supported by a power
supply or a high-capacity battery, and turns on the radio all the time for incoming
frames. Unless the channel time is scheduled for specific devices, a device may trans-
mit a frame without any concern when a frame is generated. Thus, the energy saving
for asymmetric MACs focuses on what the best way of receiving a buffered frame
is. The asymmetric single-hop MAC protocols are classified again into synchronous
MACs and asynchronous MACs based on the methods of timer management in a device.
The synchronous MACs are further subdivided into automatic delivery and transmitter
notification as shown in Figure 10.5.

10.2.1.1 Automatic delivery
Automatic delivery adopts the merits of traditional time-division multiple-access
(TDMA) algorithms for energy-saving purposes. In TDMA algorithms, a transmitter
and a receiver synchronize their clocks, and then assign a specific time duration between
them. Since the frame transmission happens only in this time duration, a device can
turn off the radio circuitry and save energy at other times. When a time slot is assigned
among devices, how to efficiently assign and manage the independent time slots becomes
a challenging problem. Fortunately, in asymmetric single-hop networks, all nodes are
assumed to be within a single-hop range of a coordinator. In this case, if all frames are
exchanged through the coordinator, the problem becomes relatively simple.

An example of automatic delivery can be found in IEEE 802.15.4. In the beacon mode
of the protocol, a coordinator provides a synchronization service by periodically broad-
casting a beacon frame. Thus, all devices have a common time line that is divided into
fixed time intervals, also known as beacon intervals. The beacon interval is divided into
two time periods: an active period and an optional inactive period. The beacon inter-
val bounded by two beacon frames is called the superframe structure as explained in
Chapter 7. The automatic delivery happens at the contention free period (CFP). In order
to use the time slot, a device requests or is assigned a guaranteed time slot (GTS) by
exchanging the control frames during the contention access period (CAP) period. Then,
at an assigned time slot, a frame is transmitted to the device.
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Ideally, automatic delivery is the best energy-saving algorithm because it does not
have any control frame exchange in the scheduled active duration. However, one of the
fundamental problems of automatic delivery is time synchronization. If the clocks of
the transmitter and the receiver are not synchronized, the devices have to spend extra
energy to time synchronize.

In practice, oscillators exhibit a slight random deviation from their normal operating
frequency. This phenomenon is called clock drift or clock skew, and it is due to impure
crystals and several environmental conditions such as temperature and pressure. The
clock drift is often expressed in parts per million. The clock drift in sensor networks is
reported to be in the range between 1 and 100 parts per million [22, 23].

Consider an ideal condition without any collision. If the active duration is used only for
one data frame, the average active duration TAD S at each wake-up interval is calculated
as

TAD S = TSM + TData + TACK , (10.4)

where TSM, TData, and TACK are the time margin for resynchronization, average data
transmission time including transition time of a transceiver, and acknowledgment frame
transmission time, respectively. We assume that backoff is not required, since the devices
are assigned to time slots exclusively. When the buffer is empty, a receiver can distinguish
this after waiting for a time duration as long as the maximum frame size. Thus, the time
duration TAD M to distinguish the silence of the channel is obtained as

TAD M = TSM + TData max , (10.5)

where TData max is the time for the maximum allowable frame size. In order to reduce
the waiting time, exchanging short control frames, such as request to send (RTS) and
clear to send (CTS), is helpful. However, this increases the time duration defined in
(10.4).

Another issue is the additional overhead incurred for the synchronization of the clocks.
If a beacon has to be received at every beacon interval, the additional time duration for
beacon transmission time TBCN, the average backoff time for the beacon TBO/2, and the
sync margin TSM should be counted as well.

Based on (10.4) and (10.5), the average active time per wake-up interval is presented
in Figure 10.6. We used the basic parameters from IEEE 802.15.4. Since RTS and CTS
frames are not defined in the standard, we assume them as new control frames. The
values used in this chapter are summarized in Table 10.2.

As expected, larger sync margins increase average active time, consuming more
energy. It is interesting to observe that using RTS/CTS proves to be beneficial until the
utilization of the assigned time slot reaches 70%. It suggests for the automatic delivery
schemes that using RTS/CTS is a better strategy if the slot utilization is expected to be
low.

10.2.1.2 Transmitter notification
The second category of the synchronous MAC protocols is transmitter notification, in
which a common active duration among a coordinator and all devices is agreed upon.
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Table 10.2 Parameters for analysis.

Symbol Parameter Value

TTR Turnaround time 0.192 ms
TBCN Beacon frame time 0.608 ms (19 bytes time)
TBCN e Extended beacon frame time 0.928 ms (29 bytes time)
TRTS RTS frame time 0.672 ms (15 bytes time + TTR)
TCTS CTS frame time 0.672 ms (15 bytes time + TTR)
TData Average data frame time 2.300 ms (66.5 bytes time + TTR)
TData max Maximum data frame time 4.300 ms (133 bytes time)
TACK Acknowledgment frame time 0.352 ms (11 bytes time)
TBO Maximum initial backoff time 2.240 ms (7 slots)
TWI Wake-up interval

Figure 10.6 Average active time per wake-up interval in automatic delivery.

At the beginning of each active time, the coordinator notifies the existence of buffered
frames for all devices. Then a device, upon receiving a buffered frame notification,
requests the frame transmission to the coordinator by transmitting a request frame. If a
device receives an empty buffer notification, it turns off the radio and saves energy.

This notification may be used in a slightly different way. If a device wants a long
sleep, the time drift becomes considerably large, and the device may not be able to get
a beacon in the expected time. In this case, the device may turn on the receiver until it
receives a beacon without keeping synchronized time information. Although this type
of operation is defined in IEEE 802.15.4 as nonbeacon tracking, we do not consider this
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AP

STA A

Figure 10.7 IEEE 802.11 power save mode.

method, since it requires fairly large energy consumption at each attempt for reception.
Therefore, its usage in practice is limited.

An example of transmitter notification is power saving mode (PSM) in IEEE 802.11,
where a station (STA) requests power management service from an access point (AP).
Then, the AP buffers all the frames toward the STA. An AP of IEEE 802.11 periodically
broadcasts a beacon to announce information about its capabilities, some configuration,
and security information. In PSM, in addition to that information, the AP notifies the
STA whether or not a frame is buffered using the beacon. If a STA receives the beacon,
indicating a buffered frame, it transmits a power-save-poll (PS-Poll) frame to request the
buffered frame. After receiving the poll frame, the AP assumes that the STA is ready, and
then transmits the buffered frame. Also in IEEE 802.15.4, a similar operation is possible
in the beacon mode with indirect transmission. Figure 10.7 illustrates the operation of
PSM in IEEE 802.11.

This notification benefits in two ways. First, a device can resynchronize without any
extra effort. As mentioned before, automatic delivery MAC requires additional efforts
to synchronize. The other benefit is that a device is sure of the buffer status and can go
to sleep without waiting for a time duration that is equal to the maximum data frame
length. Compared to automatic delivery, it has the overhead of notification (beacon in
PSM) and the frame transmission request (PS-Poll in PSM). In order to contain buffer
status of all associated nodes, the required length of the beacon becomes problematic. In
practice, a beacon in IEEE 802.11 has a bitmap (traffic indication map (TIM) element)
for the associated STAs.

If the active duration is minimally used only for one data frame, the average duration
TTN S for receiving one data frame at each wake-up interval is given by

TTN S = TSM + TBO + TBCN e + TRTS + TData + TACK , (10.6)

where TBCN e is the extended length of the beacon for multiple destinations. Here, we
assume that 10 bytes are simply added to the general beacon length. In IEEE 802.15.4,
if a 2 byte-short address is used, it is equivalent to the addresses of five devices. If it is
used as a bitmap, 1024 devices can be announced at the same time. TRTS is the time to
count the requesting frame such as PS-Poll in IEEE 802.11. TBO is the summation of the
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Figure 10.8 Average active time per wake-up interval in transmitter notification.

average backoff time for a beacon and an RTS. If no frame is buffered, the minimum
active time at each wake-up interval is given by

TTN M = TSM + TBO/2+ TBCN e . (10.7)

With (10.6) and (10.7), the average active time per wake-up interval is presented in
Figure 10.8. Similar to automatic delivery, the synchronization margin is an important
parameter. Comparing transmitter notification with the automatic delivery with RTS,
transmitter notification consumes more energy. This is because the overhead for periodic
resynchronization is not counted in automatic delivery. If a beacon is received at every
wake-up interval for resynchronization in automatic delivery, transmitter notification is
more energy efficient.

10.2.1.3 Receiver query
Receiver query is a receiver-oriented asynchronous algorithm. Without any agreed sched-
ule, a device announces to a coordinator that it is in a power-saving mode. Then, the
coordinator buffers any frame to the device. The device periodically wakes up and
inquires of the coordinator about a buffered frame. If there happens to be a buffered
frame, the coordinator transmits the frame. Otherwise, a short control frame is transmit-
ted to report the empty buffer state.

Unscheduled-automatic power save delivery (U-APSD) in IEEE 802.11 is a good
example of the receiver query (see Figure 10.9). The protocol itself does not define a
periodic wake-up interval for the query. However, periodic inquiry is essential because
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AP
Beacon

Figure 10.9 Example time line of unscheduled-automatic power save delivery.

of latency constraints. The trigger frame is used to query the buffered frame. Any uplink
data frame can be utilized for the query. If no data fame exists, a device uses a null frame
as a trigger frame. If queried, the AP transmits a buffered frame if any frame is buffered.
Otherwise, a null data frame is transmitted.

The best merit of receiver notification is that no agreed schedule is required. This
results in no time margin for synchronization. In addition, every device can optimize
its own wake-up interval based on traffic characteristics and latency constraints. On the
other hand, receiver notification requires active participation of devices.

If we use RTS and CTS frames as a query frame and a control frame to announce an
empty buffer, the average time TRQ S and the minimum duration without a buffered data
TRQ M are given by

TRQ S = TBO/2+ TRTS + TData + TACK (10.8)

and

TRQ M = TBO/2+ TRTS + TCTS , (10.9)

respectively. The results are compared with the previous two algorithms in Figure 10.10.
The energy efficiency of receiver query is the best because it does not have any overhead
for synchronization.

10.2.2 Symmetric multihop MACs

In symmetric multihop networks, all devices are assumed to operate on battery power.
Thus, all devices repeat waking-up and sleeping to save energy. Here, designing efficient
receiving methods becomes important, since all devices participate in relaying frames for
one another. Another important issue is how to transmit a frame to the device that wakes
up and sleeps repetitively. Similar to the asymmetric single-hop MACs, the symmet-
ric multihop MAC protocols are classified into synchronous MACs and asynchronous
MACs based on the clock management method of a device. However, in multihop net-
works, automatic delivery is not considered because it is impractical for a transmitter to
synchronize with all the receivers’ different active durations without counting explicit
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Active duration utilization rate (%)

Figure 10.10 Average active time per wake-up interval in receiver query.

Symmetric

Synchronous Asynchronous

Transmitter sweep Receiver notificationTransmitter notification

Figure 10.11 Classification of symmetric MAC algorithms.

control frame exchanges with all the receivers. Also, transmitter notification is per-
formed in different ways because all neighbors can be transmitters. The asynchronous
MACs also need different algorithms and they are subdivided into transmitter sweep and
receiver notification as shown in Figure 10.11.

10.2.2.1 Transmitter notification
Transmitter notification enables communications among energy-saving devices in mul-
tihop networks by globally synchronizing all active durations of the network devices.
During the active duration, a device transmits a beacon to ascertain the existence of the
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active duration and to resynchronize the active durations. A device having a frame to
transmit notifies this by transmitting a control frame such as an RTS. The device receiv-
ing the RTS replies with a CTS, and the data frame is transmitted right after the CTS
or at the time duration dedicated to data frame transmission. Every node can contend to
transmit a beacon at the beginning of a common active duration, unlike the transmitter
notification classified in the asymmetric single-hop network. Also, an additional frame
such as an RTS is required to notify the existence of data to a destination.

Sensor MAC (SMAC) is a widely known sensor network protocol adopting transmitter
notification [10]. In the initialization stage of a network, all devices are in the active
mode. A device having the shortest value for synchronization broadcasts its own schedule
periodically in a sync frame. This divides time into periodic blocks, each of a short active
duration and a long inactive duration. A device that has received a sync frame follows
the received schedule. After copying the received schedule, it also broadcasts its sync
frame at the beginning of the active duration. This schedule is propagated to the whole
network. The active duration is subdivided into three subdurations for sync, RTS/CTS,
and data. In the duration for sync, a device broadcasts and receives a sync frame. The
transmission is probabilistic to reduce the collision rate. If a device has data to transmit, it
first exchanges RTS/CTS frames, which enables the devices involved in this transaction
to stay on to exchange data. On the other hand, other devices turn off their radio to save
energy.

A merit of transmitter notification is that the active duration can be used in the
same way as nonpower-saving mode. If the active duration is extended, frames can be
relayed to several hops within one active duration. Also, broadcast can be implemented
very easily. However, it is difficult to have a common schedule among all network
devices. In reference [10], if more than one device starts transmitting a sync frame in the
initialization stage, border nodes of different schedules should have two periodic active
durations.

The active duration of transmitter notification can be derived similarly to that for
asymmetric single-hop networks. In the ideal condition, the average duration TTN S for
a data frame at each wake-up interval is expressed as

TTN S = TSM + TBO + TBCN + TRTS + TCTS + TData + TACK , (10.10)

where TBO is the summation of the average backoff time for a beacon and an RTS. If no
frame is buffered, the minimum active duration TTN M at each wake-up interval is

TTN M = TSM + 1.5TBO + TBCN + TRTS (10.11)

where 1.5TBO is the summation of the average backoff time for a beacon and the
maximum backoff time for an RTS. Comparison results with other symmetric multihop
networks will be presented in Figure 10.14.

10.2.2.2 Transmitter sweep
MAC protocols classified into transmitter sweep enable communications among network
devices having energy-saving algorithms without synchronization. The main motivation
for this class of protocols is the considerable overhead for synchronization and the low
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Figure 10.12 Example timeline of the X-MAC ( c© 2008 IEEE) [4].

traffic rate. In other words, if the number of transmissions is very small compared to
the number of periodic wake-ups, it will be more efficient to spend more resources
(i.e., overhead) for transmission than on periodic waking-up and channel probing. In
transmitter sweep, devices periodically wake up and check whether or not there is any
transmission activity on the channel. If any activity is sensed, a device stays awake until
data is received. On the other hand, when a device has a frame to transmit, it announces
this with a long preamble or a stream of control frames to wake up the destination node.
If the announcement occupies the channel longer than one wake-up interval, all the
devices within one hop transmission range wake up and stay ready to receive a frame
from the transmitter.

The first protocol in this category is BMAC [16], where a transmitter broadcasts
a preamble longer than one wake-up interval, and the data transmission follows the
broadcast. To receive the data, devices periodically wake up and check whether or not
there is ongoing preamble. If the preamble is detected, devices keep receiving until
the transmission is completed with data. This ensures that devices have the minimum
periodic active duration. In this way, the lifetime of devices becomes maximized when
the traffic is very low. This approach too has some drawbacks. The preamble wakes
up all neighbors even if they are not the intended destination. In addition, although
the destination already recognizes the beginning of a preamble, the transmitter and
the receiver have to transmit and receive the long preamble for the entire wake-up
interval.

In X-MAC [17], short control frames, or short preambles, are transmitted until the
destination replies with an early acknowledgment (ACK). If the early ACK is received,
a data frame is transmitted. Since the short preamble has the destination address, other
devices can turn off the radio circuitry. However, the time duration to detect a short
preamble is longer than that of BMAC. We illustrate the X-MAC in Figure 10.12.

By minimizing the active duration, transmitter sweep maintains better energy effi-
ciency than transmitter notification when the data rate is low. Interestingly, energy
efficiency of the BMAC proves to be the best if the traffic rate is extremely low [4].
However, by the asynchronous nature of transmitter notification, the energy consump-
tion for transmission is considerably large. Also, the channel occupancy time is rather
long.

For performance comparison, we use X-MAC instead of BMAC, since many packet
radios are not capable of generating long preambles [2]. Also, we use RTS and CTS



286 Energy saving in low-rate systems

frames instead of a short preamble and an early ACK to facilitate the comparison with
other protocols. We assume that no backoff is performed except for the first RTS in the
RTS stream. The average duration TTS S for a data frame exchange per wake-up interval
is calculated as

TTS S = 1.5 (TRTS + TCTS)+ TData + TACK , (10.12)

where 0.5(TRTS + TCTS) is the average time waste before receiving the RTS frame for
the first time. If no frames are buffered, the minimum active time TTS M at each wake-up
interval is

TTS M = 2TRTS + TCTS . (10.13)

The results from (10.12) and (10.13) will be evaluated in Figure 10.14 at the end of the
section.

In addition, the active time for data transmission TTS T is derived as

TTS T = TBO/2+ TWI/2+ TRTS + TCTS + TData + TACK , (10.14)

where TBO/2 is the average backoff time for the first RTS frame, and TWI/2 is the average
time for transmitting RTS frames while waiting for a CTS frame. If no CTS is transmitted,
one wake-up interval TWI is filled with RTSs.

In order to reduce the transmission overhead, a local synchronization approach is
proposed in references [19, 21], where the wake-up time information of neighbors
is logged in a device’s own time line after exchanging a data frame. Then, without
synchronizing wake-up schedules, a device can wake up and transmit its data frame just
before the expected active time of the receiver. The average time to transmit a data frame
with local synchronization is given by

TTS TL = TSM + TBO/2+ TRTS + TCTS + TData + TACK , (10.15)

where TSM is the margin for local synchronization. In addition, in order to handle a
potential collision, additional time for collision avoidance may be added in (10.15).

10.2.2.3 Receiver notification
Receiver notification is another class of asynchronous MAC protocols to efficiently
use a wireless channel. Compared to the transmitter sweep, which is initiated by a
transmitter, the transmission of receiver notification is initiated by a receiver. In receiver
notification, each device notifies its schedule whenever it enters its active duration. A
device having data to transmit turns on the radio circuitry and waits for the notification.
If the notification is received, it considers that the receiving device is in the active
duration, and transmits an RTS frame. If a CTS is received, it transmits the buffered data
frame.

Examples of receiver notification are the IEEE 802.15.5 asynchronous energy saving
(AES) mode [15], RI-MAC [25], and RICER [18]. Illustration of IEEE 802.15.5 AES
is presented in Figure 10.13. In AES, each device broadcasts a wake-up notification
(WN) frame to notify the length of the active duration. A device having data to transmit
waits for the WN of the destination. If the active duration of the destination announced
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Figure 10.13 Example time line of IEEE 802.15.5 asynchronous energy saving (AES) mode
( c© 2008 IEEE) [4].

by the WN is long enough, a data frame is transmitted. If not, an extension request
(EREQ) is transmitted to request an extension of the active duration. If the request is
confirmed by an extension reply (EREP), the device transmits the data. Similar to the
local synchronization explained in transmitter sweep, the schedules of neighbors can
be logged to estimate the receivers’ schedule. However, the protocol does not explicitly
present the algorithm, since it is not a protocol issue but an internal operation of a
transmitter.

A merit of receiver notification is that channel time can be used efficiently. Compared
to transmitter sweep, the other nodes can transmit data frames while a device is waiting
for a beacon of a destination. In addition, the active duration can be extended flexibly
to accommodate any traffic burst. However, a problem is that the contention happens
within the active duration of a receiver. Note that in transmitter sweep, the contention is
resolved before the active duration of a receiver. Another issue is that the broadcasting
is not possible in receiver notification, since the active durations of devices are not
synchronized.

The performance of receiver notification can be derived similarly to that of the previous
protocols. The average duration TRN S at each wake-up interval is given by

TRN S = TBO + TBCN + TRTS + TCTS + TData + TACK , (10.16)

where TBO is the summation of the average backoff time for a beacon and an RTS. If no
frame is buffered, the minimum active time TRS M at each wake-up interval is

TRN M = 1.5TBO + TBCN + TRTS , (10.17)

where 1.5TBO is the summation of the average backoff time for a beacon and the
maximum backoff time for an RTS. Note that (10.16) and (10.17) are the same as (10.10)
and (10.11) when sync margin TSM is considered. When a data frame is transmitted
without RTS/CTS, (10.17) becomes

TRN MD = 1.5TBO + TBCN + TData Max . (10.18)

Note that (10.18) is very similar to (10.5). The results from (10.16), (10.17), and (10.18)
are compared in Figure 10.14.
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Figure 10.14 Comparison of symmetric MAC algorithms.

The active time for data transmission is calculated as

TRN T = TWI/2+ TBO + TBCN + TRTS + TCTS + TData + TACK , (10.19)

where TBO is the summation of the average backoff time for the beacon and the RTS,
and TWI/2 is the average time for waiting for a beacon. When local synchronization is
used, the active time for data transmission becomes

TRN TL = TSM + TBO + TBCN + TRTS + TCTS + TData + TACK . (10.20)

10.2.2.4 Comparison
Compared to transmitter sweep and receiver notification, transmitter notification requires
some time margin for synchronization. If an ideal clock or external device for synchro-
nization is assumed, the active durations of transmitter notification and receiver notifica-
tion are the same (see Figure 10.14). However, transmitter notification does not require
undue overhead for data transmission. Thus, when the traffic increases and the transmis-
sion energy consumption are counted together, transmitter notification becomes the best
choice. However, when the traffic is very low, transmitter sweep will be the most energy
efficient algorithm. A detailed comparison of transmitter notification and transmitter
sweep with different traffic and wake-up intervals is presented in reference [4]. Receiver
notification has a higher energy consumption than transmitter sweep because of beacon
transmission. However, it can save channel occupancy time. Also, if RTS/CTS are not
used, higher traffic rates favor receiver notification.
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10.3 Summary

In this chapter, we have presented issues for saving energy in low-rate networks and
explained how MAC protocols play a critical role in energy saving without compromis-
ing reliability. In order to evaluate the subject protocols, we have classified the MAC
protocols into two categories: asymmetric single-hop MAC and symmetric multihop
MAC. The asymmetric single-hop MAC is subdivided into automatic delivery, trans-
mitter notification, and receiver query, while the symmetric multihop MAC is further
classified into transmitter notification, transmitter sweep, and receiver notification. The
characteristics, merits, and demerits of each subcategory are discussed. All protocols
are designed to achieve energy efficiency, and there is no clear all-round winner pro-
tocol. Different MACs have different strengths and characteristics. Therefore, it is rec-
ommended to select a proper approach based on application requirements and traffic
characteristics.
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11 Cooperative communications
for reliability
Andreas F. Molisch, Stark C. Draper, and Neelesh B. Mehta

Chapter 11 describes how teams of wireless nodes can work together to improve the
reliability of signaling. Due to the inherent uncertain, time-varying, and shared nature of
the wireless environment (reflected in shadowing, small-scale fading, and interference),
it is difficult to achieve extremely high reliability over a single wireless link even when
advanced signal-processing techniques such as diversity and multiuser detection are
employed. However, since wireless transmissions are inherently broadcast – overheard
by all nodes within range – a natural approach to reliability is to develop cooperative
techniques. Cooperative techniques exploit in parallel many helper nodes, called relays,
to increase the diversity of the available wireless links. These techniques can yield
large improvements in reliability and throughput as well as large decreases in energy
consumption.

The chapter starts with an overview of various cooperative communications meth-
ods that can be employed depending on the level of channel state information (CSI)
and device synchronization. The chapter then considers two techniques in more detail:
relaying using virtual beamforming and rateless codes. In both cases, we start out with
an analysis of a “fundamental building block” that consists of one source, a number of
parallel relays, and one destination. In the virtual beamforming technique, the relays
rebroadcast the source signal that they have decoded. Relays adjust their transmission
amplitudes and phases to ensure that their transmissions interfere constructively, max-
imizing the destination’s signal-to-noise ratio (SNR). In the rateless coding approach,
the relays individually decode the source message. Those that decode successfully
re-encode the data using independently designed rateless codes, thereby avoiding redun-
dant retransmissions. The use of independent rateless codes enables the destination
to accumulate novel information about the source message from each relay, speeding
decoding.

In the context of each of these building blocks, we then discuss routing and resource
allocation issues in large cooperative networks.

11.1 Introduction

11.1.1 Reliability via cooperative communication

Unprecedented levels of reliability are now being demanded by a number of emerging
wireless applications in, e.g., medicine and factory automation. It is worth remembering
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that in cellular communications, which until now has been the dominant wireless appli-
cation, the reliability requirements are relatively low: a blocked call probability of 10%
and a dropped call rate of 1% are considered to be a good quality of service. This is
in stark contrast to the requirements of industrial and medical applications, which often
require that the probability that a data packet fails to be received correctly within a
given latency time is below 0.001%. For example, for industry automation companies
to even consider wireless alternatives to their current wired systems, they require that
wireless achieves the same reliability as wired systems. The stringent requirements can
be explained by the possible catastrophic consequences of packets not reaching their
destination in time: take, as an example, an emergency shutdown of a machine to avoid
overheating and explosion. Failure of that command to be delivered in time can lead to
millions of dollars in damage, and even casualties. Similar considerations apply in the
medical area, e.g., in the surveillance of patients in intensive-care units.

Due to the characteristics of wireless channels, it is often impossible to reach such lev-
els of reliability over a single wireless link.1 This is because, in contrast to, say, data stor-
age, in wireless systems, the probability of transmission errors is not dominated by failure
of error-correction coding. Rather, it is dominated by the probability that the receiver
SNR drops below a critical level due to variations in the propagation channel termed “fad-
ing”. Increasing transmit power is an ineffectual method for combating fading [33, 43].

To appreciate the situation more fully, we need to distinguish between small-scale and
large-scale fading [33]. Small-scale fading (often described by a Rayleigh amplitude
distribution) arises from the interference among different multipath components. A
wealth of methods have been developed for combating small-scale fading, ranging from
wideband systems that exploit frequency diversity, to multi-antenna systems. Small-
scale fading can, thus, be considered an issue that is solvable through clever transceiver
design. However, these techniques do not at all help in combating shadowing. Essentially,
shadowing arises from parts of the multipath energy being blocked by objects. Shadowing
impacts all frequencies (approximately) equally, so that wideband transmission does not
help. Similarly, the impact of fading is the same for (closely spaced) antenna elements;
in other words, if one antenna is shadowed, there is a high probability that the same is
true for other antennas on the same device.

The only way to attain the high reliability levels demanded by the emerging wireless
applications is, therefore, to spread the information across distinct links that are widely
separated in space. Just as “many hands make light work,” so too in cooperative commu-
nications, wireless nodes work together to realize behaviors and levels of performance
that are fundamentally different from those that can be obtained by nonnetworked sys-
tems. Improvements in robustness to fading and to failure of individual nodes result
from an increase in the number of available transmission paths that connect the source
and the destination, which reduces the probability of a loss in session connectivity. Fur-
thermore, energy efficiency can be improved, since the distances over which individual
nodes must transmit are often reduced significantly, and transmission over channels

1 Unless the environment is deterministic and the location of the terminals is fixed and can be manually set
up in such a way that no deep fades will occur.
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with high attenuation, which requires a high transmit power to succeed, can be avoided.
These two aspects are actually two sides of the same coin: reliability can be increased by
increasing the energy spent on transmission. The goal of cooperative communications
for reliability is to reduce the energy consumption for a given reliability requirement, or
equivalently improve the reliability for a given energy budget.

The most basic form of relaying consists of routing information along a single path.
Data packets are passed from one node to the next in a manner akin to a bucket brigade.
For example, this approach underlies the widely used ZigBee standard [7] for low-rate,
low-power networking. More sophisticated methods that require tighter synchronization
among nodes at the physical and media access control (MAC) layer can lead to much
larger performance gains; see, e.g., [21, 24, 38, 39, 42] and the references therein.

At a high level, multihop relaying can be broken down into two distinct subproblems.
The first is the design of physical and MAC-layer techniques for relaying information
from one set of nodes to the next. The second is routing, i.e., identifying which of
the available nodes should participate in the transmission and what system resources
(time, energy, and bandwidth) should be allocated to each. These two subproblems are
connected. As we shall see in this chapter, the physical layer technique that is employed
strongly influences the optimum route.

Our approach to the vast topic of cooperative communications parallels this decompo-
sition. In the remainder of the introduction, we present various cooperative strategies at
a high level. We discuss the type of CSI required by each strategy and the modifications
required in the receiver design. Then, in Sections 11.2 and 11.3 we concentrate on two
of the main physical layer techniques employed in cooperative networks. Respectively,
these are virtual beamforming and rateless coding. We first present the basic ideas and
discuss the situations where each is most appropriate. Next, we concentrate on small-
scale “building block” networks, for which the strongest statements can be made. We
conclude each section by considering larger cooperative networks and the routing issues
that consequently arise.

11.1.2 Overview of methods

In this chapter we concentrate on cooperative schemes wherein relay nodes always
fully decode data packets before participating actively in forwarding the data to the
destination(s). In such “decode-and-forward” schemes nodes receive data packets and
demodulate and decode them. In the process, with high probability, they correct any
errors that might have occurred in transit. Finally, the nodes re-encode, remodulate,
and retransmit a (possibly different) signal. Thus, in this chapter we do not discuss
“amplify-and-forward” type settings wherein received signals are not cleaned up prior
to retransmission.

At some level, (re)transmissions from cooperating nodes must be coordinated. The
type of coordination possible depends, to a great extent, on the CSI available to the
transmitting and receiving nodes. In all cases we assume channel state information
is available at the receiver (CSIR). Thus, our current discussion focuses on the CSI
transmitter (CSIT).
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Full CSIT The nodes know both the amplitude and the phase of the channel to the
receiving node. In this case, “virtual beamforming,” similar to maximum-ratio
transmission in a multiple-antenna system, can be used. This method ensures
maximum SNR at the receiver for a given sum power expenditure at the relays.
Since the SNR determines the probability of successful packet reception (for a
given modulation and coding scheme), virtual beamforming provides for high
reliability. This will be discussed in detail in Section 11.2.

Amplitude CSIT In this situation nodes know the amplitude (strength) of the channel
to the receiving node, but not the phase. In such settings the best strategy can be to
select a single relay that provides the best transmission quality [9,10]. The effective
SNR is then determined by the best SNR of the links from the transmitting nodes
to the receiving node, also providing high reliability. Note that this case, termed
“node selection,” is strongly related to multihop networks.

Average CSIT or no CSIT In this situation transmitting nodes have to provide transmit
diversity without knowing whether the different transmitted signals will interfere
constructively or destructively at the receiving nodes. The required diversity can
be achieved by employing distributed space-time codes, which are similar to, e.g.,
the Alamouti space-time block code for multiple antenna systems. The word dis-
tributed points to the fact that the antennas from which the signals are transmitted
are widely separated in space (in fact, they are on different nodes) [23–25]. An
alternative is the use of coded cooperation, where relaying and error correction
coding are integrated, leading to enhanced diversity. A data packet from a source is
encoded with a forward error correction code, and different parts of the codewords
are sent via two (or more) different paths in the network [21, 35, 38]. Enhancing
this approach is the transmission of incremental-redundancy encoded bits of the
same codeword. This approach is described in detail in Section 11.3.

It must be noted that the acquisition and distribution of CSI is a key problem partic-
ularly in larger reliable networks. Many theoretical investigations assume perfect CSIT
at some central node, which then can make decisions about routing and the type of co-
operation. However, acquiring the CSIT for all links is a tremendous task (there can be
of the order of N ! channels in a network with N nodes). Furthermore, the transmission
of this information to a central node could use up a considerable part of the resources. It
is more realistic to assume that instantaneous CSIT is available only locally; even in that
case the cost of acquiring and distributing it must be taken into account. On the other
hand, distribution of average CSIT is more realistic. In this case only the mean chan-
nel gain and not the instantaneous realization is used. This case is interesting because
average CSIT can be acquired much more easily than instantaneous CSIT, particularly
in time-varying channels that vary quickly.

The type of transmission also determines, to a large degree, the type of receiver that
can be implemented:

� Standard receivers: For both virtual beamforming and node selection, the demodula-
tion and decoding algorithms can operate without any special modification. In the case
of virtual beamforming, the receiver ends up accumulating energy from the different
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transmitting nodes. This functionality is transparent to the receiver. All complication
is on the transmitter side where the transmitting nodes have to be phase-synchronized.

� Space-time code receivers: These receivers also accumulate energy of the signals from
the different transmit nodes. However, in contrast to virtual beamforming, the receiv-
ing nodes must properly process the information from the nodes, e.g., by performing
space-time decoding. One of the simplest cases of energy accumulation receivers
is a Rake receiver. Imagine a situation where the different transmitting nodes send
the same CDMA signal, but with slight delays relative to each other. This happens
naturally when nodes are not perfectly synchronized. A receiver with a Rake receiver
can receive the signals separately (one signal on each Rake finger), and perform
maximum-ratio combining or optimum combining of those signals.

� Receivers for coded cooperation: If the transmitters use coded cooperation, or
incremental-redundancy transmission, then the receiving nodes have to have the capa-
bility of piecing together the original codeword from the received signals. Effectively,
the receiving nodes do not add up energy from the different transmissions, but rather
they add up mutual information (coded bits). Such receivers are, therefore, often
called mutual information accumulation receivers.

11.2 Cooperative communication using virtual beamforming

In virtual beamforming, relays – with knowledge of the required CSI – linearly weight
their transmit signals so that they add up coherently at the destination. The goal is to
ensure reliable delivery of data to the destination with the help of intermediate relays
while minimizing the total energy spent by all the nodes in doing so. Obtaining and
exploiting CSI in a distributed manner is a challenge for cooperative beamforming, and
one that we explicitly model and analyze in this section.

We start in Section 11.2.1 by introducing the basic principle of virtual beamforming.
We then present a basic building block network in Section 11.2.2, and describe an
appropriate communication protocol. The analysis of this protocol and illustrative results
are provided in Section 11.2.3. Finally, we turn to issues of routing in Section 11.2.4.

11.2.1 Basic principles

Let us first consider a single step in the relaying process, namely, how a multitude of
relay nodes can together transmit (in a single hop) the information to the destination.
The basic principle behind the virtual beamforming is the same as for beamforming
or maximum ratio transmission in multiple-antenna systems that exploit transmit diver-
sity [24]: the signals from the different antenna elements are phased in such a way that
they interfere constructively at the receiver. Furthermore, under a sum-power constraint
for all the transmitters, the amplitudes of the transmitted signals are weighted propor-
tionally to the amplitude of the channel gain from a node to the destination. According
to this principle, any relay node (that has the required source information) should partic-
ipate in the transmission to the destination even though some nodes will transmit only
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with low power. One of the first suggestions of virtual beamforming can be found in
reference [22].

A number of different aspects of the beamforming process have been illuminated by a
variety of papers (the references are just examples, and are not intended as an exhaustive
list).

Synchronization One of the thorniest issues of virtual beamforming is how to achieve
proper synchronization between the nodes. Both frequency and phase of the dis-
tributed nodes have to be in almost perfect alignment. This is especially challeng-
ing given that virtual beamforming is often envisioned in the context of low-cost
sensor nodes, which have low-quality oscillators. For a review of this topic, see
reference [34].

Random beam pattern The effective antenna pattern of the distributed beamformer
is of interest, in particular, with respect to the interference it can create to other
users. When the nodes are located randomly in a certain area, the resulting beam
pattern is also random. Reference [36] analyzes the stochastic properties of that
pattern.

Amplify and forward Using amplify-and-forward (AF) for the relaying entails all the
possible advantages of AF with respect to simpler transceivers. The weights of the
nodes are different because the noise amplification by the relay has to be taken
into account [45].

Quantization of feedback In many cases, the optimum beamforming weights have
to be fed back from the destination to the relay nodes (see also the discussion
in Section 11.2.2). The optimum quantization of those weights for both AF and
decode-and-forward (DF) is discussed in reference [5].

An associated question is how the virtual beamforming can be used in the context of
larger networks, i.e., how to build up routes that make use of the possibility of virtual
beamforming. Conventional routing requires that we find a sequence of nodes such that
a data packet is handed from one node to the next, like the bucket in a fire brigade
(see Section 11.2.2). The fundamental trick for routing with beamforming, as outlined
in reference [22], is to consider a group of beamforming nodes as a supernode. Thus,
the routing with beamforming reduces essentially to a conventional routing problem,
only now the set of available nodes includes supernodes. A more detailed discussion,
including how to select the nodes constituting the supernodes, is given in Section 11.2.4.

Finally, it is noteworthy that several prototypes using distributed beamformers have
been built, thus, proving the practical feasibility of the concept [34].

11.2.2 Basic “building block” network and protocol

In this section, we consider the fundamental building blocks of a virtual-beamforming
network, and derive the relationship between power expenditure at the nodes and the
reliability (outage probability) of transmission. Figure 11.1 shows a schematic diagram
of the two-hop relay network. It contains one source node, one destination node, and
N relays. The channels from the source to the relays as well as from the relays to
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the destination are frequency nonselective channels that undergo independent Rayleigh
fading. Thus, the channel power gains from source to relay (S–R) i , denoted by hi , and
from relay i to the destination (R–D), denoted by gi , are independent, exponentially
distributed random variables with means h̄ and ḡ, respectively. The general case with
unequal means is considered in reference [28]. At all nodes, the additive white Gaussian
noise (AWGN) has a power spectral density (PSD) of N0. All the transmissions in the
system have a bandwidth of B Hz and occur with a fixed rate of r bits per symbol. A
node can reliably decode data only if the received signal power exceeds a threshold γ .

Each node that beamforms adjusts the phase of its transmit signal so that signals
from all nodes add up coherently at the receiver. And, if nodes 1, . . . , k beamform, the
transmit power of node i is set as [22]

γ N0
gi(∑k

j=1 g j

)2 (11.1)

so that the SNR at the receiver equals the threshold, γ , required for it to reliably decode
the signal.

We shall use the Shannon capacity relation to relate γ and r as follows: γ =
N0 B(2r − 1). We also assume that all links are reciprocal, which is the case in time
division duplexing systems with round-trip duplex times that are much shorter than the
channel’s coherence time [33]. For analytical tractability, we assume that the channel
from the source to the destination is weak enough to be neglected.

In the protocol we consider, data transmission occurs in the following four phases:

1. Broadcast: The source, which does not know the relay channel gains a priori, first
broadcasts the data to the relays using a fixed transmission power, PS , at a fixed rate,
r bits per symbol, for Td symbol durations. A node can decode the data correctly
only if the received power exceeds the threshold N0 B(2r − 1). Thus, depending on
the channel states, only a subset M ⊆ {1, . . . , N } of the relays successfully receives
the data from the source. We use M to denote the size of M.
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2. Training: Only the M relays that receive data successfully from the source send
training sequences at a rate r and power Pt to the destination. This enables the
destination to estimate the instantaneous channel power gains, {gi , i ∈M}, from the
relays to the destination. Pt is taken to be sufficient for the destination to accurately
estimate the gains of channels whenever they are used for data transmission. Also,
we assume that the training transmissions use Tt = M symbol durations, which is
the minimum possible value.

3. Relay selection and feedback of CSI: Based on the channel power gains, {gi , i ∈M},
the destination either declares an outage with probability pout(M) (to save energy)
or it selects a subset of M, consisting of K (M) relays with the best channel power
gains to the destination, and feeds back to them the required CSI as per (11.1).

In our setup, the number of relays, K (M), selected for data transmission (when
outage is not declared) is only based on M and not on the instantaneous channel
states, {gi , i ∈M}. Note, however, the actual set of relays (of size K (M)) used at
each step does depend on the instantaneous R–D channel power gains. Similarly,
outage is declared by the destination with a probability pout(M) that is a function of
M and is independent of the channel power gains.

Let [i] denote the index of the relay inMwith the i th largest gain to the destination.
Since nodes [1], . . . , [K (M)] beamform, we see from (11.1) that the destination
needs to feed back:
(i)
∑K (M)

i=1 g[i] to all the selected K (M) nodes, and
(ii) g[i] and its phase only to selected relay [i].
The feedback, at a rate r , takes T f symbol durations. If c symbols are required to
feed back each channel power gain and phase, then T f (K (M)) = c(1+ K (M)).
The minimum feedback power required to reach relay i at rate r is N0 B(2r − 1)/g[i].
The minimum feedback power to broadcast the sum of channel power gains to all the
K (M) relays is N0 B(2r − 1)/g[K (M)] and is determined by node [K (M)], which has
the worst channel among the selected relays.

The M = 1 case (when only one relay decodes the data) needs special attention
because the minimum power at which the relay needs to transmit to reach the des-
tination is proportional to the inverse of the channel power gain. As is well known,
infinite average power is necessary for channel inversion with zero outage over a
Rayleigh fading channel [19]. Therefore, for this special case, the node is allowed to
transmit only if its channel power gain exceeds a threshold. Thus, it does not transmit,
with a probability of δ, even if the destination has not declared an outage. We will
assume that δ is a fixed system parameter.2

4. Cooperative beamforming: Having acquired the CSI, the optimal trans-
mission power at each selected relay [i], as per (11.1), is given by(

g[i]/
(∑K (M)

j=1 g[ j]

)2)
N0 B(2r − 1). The K (M) selected nodes cooperate, i.e., trans-

mit coherently, to send data at a rate r bits per symbol to the destination for Td symbol
durations.

2 Another minor difference is that when the destination does allow only one relay to transmit, it has to feed
back to this relay only the gain of the channel from the relay to itself, which takes c, not 2c, symbol durations.
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We model only the energy required for radio transmission and not the energy consumed
for reception. This is justifiable as the radio transmission is the dominant component of
energy consumption for long range transmissions [14]. Feedback quantization is taken
to be sufficiently fine to not affect beamforming performance. The relay transmissions
are assumed to be coherent and synchronized.

11.2.3 Basic network: analysis and results

Using symmetry arguments, we can show that there exists an optimal transmission
strategy for which pout(M) is the same for all sets M of the same cardinality, M .
Henceforth, we can, therefore, restrict ourselves to relay selection rules K (M) and
outage rules pout(M) that depend only on M .

Let p(M, PS) denote the probability that exactly M relays successfully decode the
data broadcast by the source, when the source broadcast power is PS . For a given
relay selection rule K (.), let Pf (K (M), M) denote the average power consumed in
feeding back the CSI to the selected relays, and Pd (K (M), M) denote the average
power consumed by the relays to coherently transmit data, both conditioned on the
events that M relays decode data from the source and the destination does not declare
outage. Note that for M = 1, these quantities also take into account the possibility that
the single relay does not transmit because its relay gain to the destination is below a
threshold.

Our aim is to determine PS , pout(M), and K (M) that minimize the average energy
consumption per message subject to an outage constraint. For this, we first derive
expressions for the average energy consumption, given the above parameters.

Accounting for all the possible outage events, the constraint that the destination
receives data from the source with a probability that exceeds (1− Pout) can be written
as

Pout ≥ p(0, PS)+ δp(1, PS)(1− pout(1))+
N∑

M=1

p(M, PS)pout(M). (11.2)

The total average energy consumed in all the four phases, E(pout, K , PS), equals

E(pout, K , PS) = Td PS +
N∑

M=1

p(M, PS)M Pt +
N∑

M=1

p(M, PS)(1− pout(M))

×
(

T f (K (M))Pf (K (M), M)+ Td Pd (K (M), M)
)
. (11.3)

We now derive expressions for Pf (K (M), M) and Pd (K (M), M) that occur in (11.3).
The M > 1 and M = 1 cases are treated separately because, as we saw, their transmission
criteria differ slightly.

M > 1 case: Since the destination selects the K (M) best relays with indices
[1], . . . , [K (M)] and broadcasts the sum of their channel power gains to all of them,
and the individual channel power gains and phases only to the corresponding relays, we
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obtain

Pf (K (M), M) = N0 B(2r − 1)

K (M)+ 1
E

[
1

g[K (M)]
+

K (M)∑
i=1

1

g[i]

]
. (11.4)

The term (K (M)+ 1) in the denominator arises as the energy is consumed over (K (M)+
1) slots. Similarly, the average power consumed by the relays to cooperatively beamform
and transmit data is

Pd (K (M), M) = N0 B (2r − 1) E

[
1

gsum

]
, (11.5)

where gsum =
∑K (M)

i=1 g[i].
Furthermore, using the virtual branch analysis technique of reference [44], we can

show that

p(M, PS) = N !

M!

N∑
j=M+1

e−
γr M

h̄ − e−
γr j

h̄

( j − M)
∏

l≥M+1,l �= j (l − j)
,

E

[
1

g[i]

]
= E1+M−i

(
ḡ

i
, . . . ,

ḡ

M

)
,

E

[
1

gsum

]
= EM

(
ḡ, . . . , ḡ,

ḡK (M)

K (M)+ 1
, . . . ,

ḡK (M)

M

)
.

Here, En(ȳ1, . . . , ȳn) denotes the mean of 1/(Y1 + · · · Yn), where ȳi is the mean of
exponential random variable Yi . The interested reader is referred to reference [28] for a
closed-form expression for En(.).

M = 1 case: Let i denote the single relay that decoded the data from the source. Now,
outage can also occur when gi is too low. Otherwise, when outage is not declared, the
node inverts the channel to transmit data to the destination at rate r . The average power
consumed to feed back CSI is then

Pf (K (1), 1) = N0 B(2r−1)
∫ ∞

αi

1

ḡx
e−

x
ḡ dx = −N0 B(2r − 1)

ḡ
Ei

(−α
ḡ

)
, (11.6)

where α = −ḡ loge(1− δ) and Ei is the standard exponential integral function [20] given
by Ei(u) = ∫ u

−∞
ex

x dx . Using similar arguments, we obtain

Pd (K (1), 1) = −N0 B(2r − 1)

ḡ
Ei

(−α
ḡ

)
.

Hence, the average energy consumed to feed back CSI and transmit data can now be
computed from (11.4) and (11.5), respectively.

11.2.3.1 Optimal transmission strategy
It follows from (11.4), (11.5), and (11.6) that the optimal relay selection rule K ∗(M) is
given by

K ∗(M) = arg min
1≤K (M)≤M

[
T f (K (M))Pf (K (M), M)+ Td Pd (K (M), M)

]
.
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The optimal outage strategy can be shown to have a simple structure for M > 1 if

1

(1− δ)

(
cPf (K ∗(1), 1)+ Td Pd (K ∗(1), 1)

)
≥ c(1+ K ∗(M))Pf (K ∗(M), M)+ Td Pd (K ∗(M), M),

i.e., the optimal feedback and data power consumption conditioned on M > 1 (nodes
can beamform to transmit with zero outage) is less than or equal to 1/(1− δ) times that
conditioned on M = 1. In this case, it turns out that when M is less than a threshold, M∗,
then the destination always declares outage [28]. If M = M∗, the destination declares
outage with probability p∗out(M∗). If M > M∗, the destination selects K ∗(M) relays and
never declares outage. (If M = 1 > M∗, the relay transmits only if its channel power
gain exceeds a threshold determined by δ.) In the event that the destination allows the
selected relay(s) to transmit, it feeds back CSI to the relay(s), which then transmit data
with sufficient power to the destination. A numerical search is used to determine M∗.

11.2.3.2 Illustrative numerical results
Consider a cooperative relay network with N = 10 relays, r = 2 bits per symbol, Td =
100, δ = 0.005, Pout = 0.01, and c = 4. For the sake of illustration, we assume that the
training power, Pt , is such that it equals the power needed for transmitting from a relay
to the destination at rate r and with an outage of 0.1 (which is higher than Pout).

In Figure 11.2, we show the energy consumption per message (normalized with respect
to N0 B) of the following three rules for selecting relays as a function of M : optimal
relay selection, in which the best K ∗(M) relays are chosen, single relay selection, in
which only one relay with the highest R–D gain is chosen, and (M − 1) relay selection,
in which the best (M − 1) relays are always chosen. (The rule that selects all M relays
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is not shown as it will consume infinite energy on average to feed back the CSI.) The
optimal relay selection rule consumes approximately 16% less energy than the other two
selection rules for the same reliability. Thus, we can clearly see the gains obtained by
varying the number of selected relays as a function of the number of relays that decode
the source’s packet.

11.2.4 Routing

We now consider virtual beamforming in a cooperative wireless network in which the
transmission of a message from the source to the destination occurs in a series of hops.
Cooperation among nodes in the form of virtual beamforming can possibly occur in
each hop. In addition, we also allow the possibility of direct transmission in each hop.
The channel models for each link in the network are the same as in Section 11.2.2.

The wireless network is modeled as an undirected graph G = (V, E), where E is the
set of links. An absence of an edge between two nodes implies that reliable commu-
nication between them can only occur for a statistically insignificant amount of time.
The channel gain between nodes i and j at time t is denoted by hi j (t). We say that a
link between nodes i and j exists if h̄i j � E {[} hi j (t)] is greater than a small predefined
threshold. Therefore, the network graph varies at the slower timescale of variations in
path loss and shadowing. This is illustrated in Figure 11.3.

A node can possibly decode transmissions only from its neighboring nodes in
the graph. The set of immediate one-hop neighbors of a node i is denoted by N1(i),
and the set of nodes that are at most two hops from it is denoted by N2(i). This also
leads to the definition of the hyper-edge set E2 and the super-graph G2 = (V, E2), where
(i, j) ∈ E2 if j ∈ N2(i). Also, we assume that a node does not store observations from
previous receptions to decode a message.

As before, the cost of acquiring CSI, which helps the nodes to adjust their transmit
powers and determines who they cooperate with, is explicitly modeled in determining the
optimal cooperative route. We shall focus on beamforming as the scheme for cooperation.
Note, however, that the framework described in this section can model many other local
schemes, including those that cooperate over more than two hops for slower channels.
This can be done so long as CSI acquisition mechanisms can be designed, and the cost
of acquiring CSI for these schemes can be computed.
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As before, all transmissions are at a constant rate, r , and each message is d symbol
durations long. Each local transmission is subject to a reliability requirement that the
data should reach the intended node with a probability of at least 1− Pout. Therefore,
the cooperative and noncooperative options available to a node i to forward data to a
node j are as follows:

1. Direct transmission with CSI (when (i, j) ∈ E): Node i now first obtains the CSI
at time t , hi j (t). This is achieved by node j transmitting a training sequence with
a fixed power Pt to node i . Node i then forwards the data message with a transmit
power that depends on hi j (t) so that the received power at node j exactly equals the
power threshold γ with a probability of 1− Pout. Mathematically, the transmit power
of node i is

P(i, t) = γ

hi j (t)
1[hi j (t)≥δi j ],

where 1[x] denotes the indicator function that equals 1 if x is true, and equals 0
otherwise. To meet the reliability constraint, δi j = −h̄i j loge(1− Pout) so that hi j (t)
exceeds δi j with probability (1− Pout). The total average energy consumed by this
scheme to forward a message from i to j , including the cost of acquiring CSI, is
given by

Cd (i, j) = Pt + dγ

h̄i j
Ei

(−δi j

h̄i j

)
.

2. Two-hop cooperative transmission with CSI ((i, j) ∈ E2): As in Section 11.2.2, node
i uses a two-hop transmission to forward a message to node j , using a combination
of broadcast from i to its intermediate relays at time t and followed by beamforming
by the relays to j at time t + 1. Clearly, these relays must be common neighbors of
i and j , i.e., they belong to the set M2(i, j) = N1(i) ∩N1( j). In order to make the
broadcast by node i more energy-efficient than the previous section, we allow it to
acquire CSI before transmission. This also serves to illustrate an interesting variation
of the model considered in Section 11.2.2.

The two-hop transmission from node i to j occurs as follows. Node i first obtains
the CSI about the links to its neighbors in the set M2(i, j) and then broadcasts to
a subset of them. This is achieved by making the nodes in the set M2(i, j) (which
can also include j if (i, j) ∈ E) send one training symbol each to node i , which
enables node i to estimate the channels to them. This incurs an energy cost of
|M2(i, j)|Pt , where Pt is the training power. Node i then broadcasts the message
to a subset D(i, j) consisting of M relays with the highest channel gains at time
t among M2(i, j). In order to meet the reliability constraint, node i broadcasts at
time t at a power P(i, t) = γ 1[hi[M]≥δ]/(hi[M](t)), where [M] is the index of the node
in M2(i, j) with the M th highest channel gain at time t and δ is chosen so that
Pr([hi[M] ≤ δ) = Pout. Other nodes do not transmit at this time t .

The nodes in the subset then beamform reliably to j as follows. As in Section 11.2.2,
each node acquires the CSI to node j by transmitting one training symbol to j . The
node j then selects a subset K(D(i, j)) of relays with the highest instantaneous
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channel gains to j , and feeds back to each selected node, k ∈ K(D(i, j)), the gain
and phase of the channel hk j (t), and to all selected nodes

∑
m∈K(D(i, j)) hmj (t). Each

selected node, k ∈ K(D(i, j)), then cooperatively beamforms to forward the data to

j with its transmit power given by

[
P(k, t + 1) = 1[D(i, j)]

γ hk j (t+1)(∑
m∈K(D(i, j))

hmj (t+1)
)2

]
. All

other nodes do not transmit at time t + 1. Thus, the data message arrives at node j
with a total received power that exactly meets the decodability threshold γ .

The optimal selection rule K(.) and the fading-averaged total energy consumed
Cb(i, j), including the cost of acquiring CSI, are then determined in a manner very
similar to in Section 11.2.2.

Given the above choice in transmission options, the minimum total energy consumed
in forwarding a message from i to j , conditioned on j reliably receiving the message, is
given by

C∗(i, j) = min{Cd (i, j),Cb(i, j)}.
The total energy consumed, Ctot(s, d), to forward a message from the source, s, to the

destination, d, using optimal local cooperative data transmission schemes corresponding
to the path (s, v1, . . . , vn, d), where (vk, vk+1) ∈ E2, for all k = 1, . . . , n − 1, is then

Ctot(s, d) = C∗(s, v1)+
n−1∑
k=1

(1− Pout)
kC∗(vk, vk+1)+ (1− Pout)

nC∗(vn, d). (11.7)

Here, (1− Pout)kC∗(vk, vk+1) is the energy per message over hop (vk, vk+1). The factor
(1− Pout)k occurs because node vk receives the message with probability (1− Pout)k .
An end-to-end reliability constraint that a packet transmitted by the source should reach
the destination with a probability of at least (1− P rte

out) can be ensured by choosing Pout

such that P rte
out = 1− (1− Pout)n .

Computing an optimal path that minimizes the cost in (11.7) is a difficult combinatorial
optimization problem. The following upper bound on Ctot(s, d) makes the problem
tractable:

Ctot(s, d) ≤ C∗(s, v1)+
n−1∑
k=1

C∗(vk, vk+1)+ C∗(vn, d). (11.8)

The tractability occurs because the additive structure of the total cost implies that the dis-
tributed Bellman–Ford algorithm can be employed over G2. The energy consumption on
a path that minimizes (11.8) is guaranteed to be within 1/(1− P rte

out) of that of an optimal
path that minimizes (11.7). For example, when P rte

out = 0.05, the above approximation
factor is at most 1.05.

Thus, computing the global route that minimizes Ctot(s, d) in (11.8) consists of the
following main steps:

(a) determining the super-graph G2,
(b) optimizing the local cooperative transmission schemes to determine the edge costs

C∗(i, j) for each (i, j) ∈ E2,
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Figure 11.4 Computation of optimal scheme using supergraph G2. The solid edges are those in
G, while the dashed edges are those in G2 but not in G. Optimal edge costs are shown for each
edge ( c© 2008 IEEE) [2].

(c) computing in a distributed manner the shortest path on G2 using the Bellman–Ford
algorithm.

The last step can be done in O(n2 log(n)) time (assuming that the degree of G does
not grow with n).

The above route exhibits two layers of adaptation to the instantaneous and average
CSI. The costs, C∗(i, j), for the graph G2, and, therefore, the optimum route, depend
only on the mean channel gains of the local links. Hence, the optimization of the local
transmission scheme and the Bellman–Ford algorithm need to be executed only once for
a given set of mean channel gains. At the same time, in each hop of the optimal route,
the relay subset selection and the transmit powers and phases of the transmitting nodes
are adjusted based on the instantaneous CSI, and, thus, change with time.

Additional results for the above model are discussed in reference [29]. The case
of slow fading, in which the CSI needs to be acquired less often, and its impact on
the optimal cooperative route is also considered in reference [29]. The possibility of
multipoint to multipoint transmission is not considered above given the significantly
more complicated multi-node symbol-level synchronization and training that will be
required.

11.2.4.1 Illustrative numerical results
We now illustrate the above steps by an example. Consider the wireless network repre-
sented by the graph G in Figure 11.3, in which node 1 is the source and node 7 is the
destination. The channels on all the links are assumed to undergo Rayleigh fading with
an average channel power gain of 1. The threshold, γ , for successful reception is such
that an instantaneous channel gain exceeds it with a probability of 0.95. The first step is
to form the supergraph G2, which is shown in Figure 11.4. For example, nodes 1 and 6,
which are not connected by an edge in G get connected by a dashed edge in G2 because
their common neighbors, nodes 2, 3, and 4, can possibly act as relays.

The second step computes the costs associated with each of these edges. For example,
node 1 computes the minimum energy scheme to forward a message to nodes 2, 3, 4, and
6. The optimal cost, C∗(i, j), is shown for each edge (i, j) ∈ G2 in Figure 11.4. Then,
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using the Bellman–Ford algorithm, the minimum cost route from the source (node 1) to
destination (node 7) is computed in a distributed manner.

The route turns out to consist of two hops. The first hop is (1, 6), in which a two-hop
cooperative transmission with CSI is used with nodes 2, 3, and 4 as relays. The second
hop is (6, 7), in which direct transmission with CSI is used. All the steps of the resulting
cooperative route – including CSI acquisition – are then as follows.

1. Broadcast by node 1: Nodes 2, 3, and 4 transmit training sequences to node 1, which
then broadcasts the message with the appropriate power to two nodes, say X and Y ,
in {2, 3, 4} to which it has the best instantaneous channel gains.

2. Relay selection by node 6: Nodes X and Y transmit training sequences to node 6,
which then selects one node, say Z , from among X and Y with the best channel to
node 6. Node 6 feeds back the CSI to Z , which then forwards the message to node 6.

3. Direct transmission by node 6: Node 6 acquires the channel gain to the destination
and directly forwards the message to the destination.

For direct transmission, since the outage probability on each hop is at most 0.05, the
total average energy consumed in forwarding a message from node 1 to node 7 over
the optimal path (1, 3), (3, 6), (6, 7) can be shown to be given by 0.18× (1+ 0.95+
0.952) = 0.513, while that for the cooperative scheme computed above is 0.27+ 0.95×
0.18 = 0.441, which is 14% less than 0.513. Note that in this example, we aim for an
overall outage probability of 10%, which is much higher than in most reliable applica-
tions; but, of course, higher reliability can be obtained by scaling up the energy at each
node.

11.3 Cooperative communication using rateless codes

In this section we discuss how significant additional improvements in reliability can
be realized in cooperative networks when rateless codes are employed at the physical
layer. In contrast to systems that employ energy accumulation, systems that employ
rateless codes can accumulate mutual information. The key difference is that independent
observations of the data are accumulated in the latter whereas energy accumulation, in
effect, implements repetition coding. This change makes for large improvements in
performance, especially at high SNRs. At the same time, the tight synchronization
requirements of virtual beamforming are avoided.

In a manner similar to our presentation in Section 11.2, we start in Section 11.3.1 by
introducing the basic principle of rateless coding and make clear the distinction from
energy accumulation. We then present a basic building block network and two protocols
in Section 11.3.2. Analysis and illustrative results for these two protocols are provided
in Section 11.3.3. Finally, we turn to issues of routing in Section 11.3.4.

11.3.1 Basic principles

The difference between energy accumulation and mutual information accumulation is
most easily understood from the following example. Consider binary signalling over a
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pair of independent erasure channels each having erasure probability pe from two relays
to a single receiver. If the two relays use the same code, which corresponds to energy
accumulation, then each symbol will be erased with probability pe

2. Therefore, on aver-
age 1− pe

2 novel parity symbols are received per transmission of the two transmitters.
On the other hand, if the two transmitters use different codes, the transmissions are
independent and on average 2(1− pe) novel parity symbols (which exceeds 1− pe

2)
are received per transmission.

The impact of mutual information accumulation also takes on a simple form for
Gaussian fading channels with CSI at the decoder. Say that node i transmits at Pi

(joules/s/Hz) uniformly across a frequency-flat slow-fading channel. The power gain
between transmitting node i and receiving node k is hi,k . Following Shannon’s classic
formula [40] we express the spectral efficiency as

Ci,k= log2

[
1+ hi,k Pi Bi

N0 Bi

]
= log2

[
1+ hi,k Pi

N0

]
bits/s/Hz, (11.9)

where N0/2 denotes the PSD of the (white) noise process.
If a second node j transmits the same message to node k using an independently

generated code, along an orthogonal channel, then node k can decode as long as the
mutual information accumulated by node k exceeds the message size H , i.e.,

Ai Ci,k + A j C j,k ≥ H, (11.10)

where Ai and A j are, respectively, the time-bandwidth products (s-Hz) allocated to
nodes i and j .

To contrast with energy accumulation, consider the symmetric situation where
Ai = A j = A, hi,k = h j,k = h, and Pi = Pj = P. Then, the decoding constraint (11.10)
becomes 2A log2[1+ h P] ≥ H while energy accumulation corresponds to A log2[1+
2h P] ≥ H . Hence, mutual information always dominates energy accumulation, i.e., a
smaller time-bandwidth product A satisfies the decoding constraint. One should note
that at low SNRs the two constraints converge as in that regime capacity is approx-
imately linear in SNR. Next, consider systems where virtual beamforming can be
implemented. The coherent power gain of virtual beamforming yields the constraint
A log2[1+ 4h P] ≥ H , which can dominate mutual information accumulation at low
SNRs. However, the detailed transmitter-side knowledge of channel gains and phases
required to phase-synchronize transmissions of different nodes limits the applicability
of such schemes.

Mutual information accumulation can be realized most easily through the use of
rateless codes of which Fountain and Raptor codes [11, 27, 41] are two prominent
examples. It can also be implemented using hybrid automatic repeat request (HARQ)
with incremental redundancy. The major difference between rateless coding and HARQ
is that HARQ transmits blocks of predetermined size, which have to be followed by
acknowledgements (ACK) or negative acknowledgements (NACK), the latter indicating
that the receiver has not received a sufficient amount of mutual information to decode the
codeword. HARQ with incremental redundancy thus exhibits higher feedback overhead,
and – depending on the block size – a coarser quantization of the number of bits that
can be transmitted.
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In performing mutual information accumulation, the receiver must be able to distin-
guish the signals transmitted by different wireless nodes. The signals, therefore, must be
transmitted on channels that are orthogonal in some sense, e.g., at different times, differ-
ent frequencies, different spreading codes, or perhaps through successive cancellation.
Such orthogonalization requires us to distinguish between two types of resource con-
straint in the current setting. The first is the setting where per-node bandwidth constraints
are enforced – each relay node has a fixed maximum transmission bandwidth. In this
situation, and in the absence of a system-wide bandwidth constraint, the requirement that
different nodes transmit on orthogonal channels does not limit the speed at which each
node can transmit. Such a situation can occur, e.g., in ultrawideband communications.
This is the situation mostly considered in Section 11.3.2. The second is a system-wide
bandwidth constraint, which will be discussed mainly in Section 11.3.4.

11.3.2 Basic “building block” network and protocols

We first analyze the “fundamental building block” configuration of Figure 11.1 when
it employs rateless codes. We start by presenting two protocols. In Section 11.3.2.1
we detail a “two-phase” protocol similar to the one described in Section 11.2.2, In
Section 11.3.2.2 we present an alternate “flooding” protocol. Analysis of the former and
illustrative numerical results are presented in Sections 11.3.3.1 to 11.3.3.4, respectively.
Analysis of the latter and illustrative numerical results are presented in Sections 11.3.3.5
to 11.3.3.7.

11.3.2.1 Two-phase quasi-synchronous protocol
As in the virtual beamforming protocol, the first protocol has two clearly defined phases.
In the first phase all relays act as receivers. In the second they either transmit or are
silent. In the following we describe the details of the protocol, the methods to compute
energy consumption and delay, and present illustrative results for Rayleigh and shadow
fading. The details of the protocol are as follows:

1. Source-to-relay (S–R) phase: During the first phase the source broadcasts the message
using a rateless code at constant power. All relay nodes listen to the broadcast stream.
As the channel gains from the source to each relay differ, the relays end up decoding
the message at different times. Whenever a relay can successfully decode, it feeds
back an ACK to the source. The source ceases transmission as soon as it has received
ACKs from L relays (L is a parameter that can be optimized).

2. Relay-to-destination (R–D) phase: During the second phase the L relays that have
decoded the message retransmit the message using rateless codes. If all relay nodes
use the same code (i.e., the streams transmitted from the relay nodes are identical),
then the destination can at best perform energy accumulation.3 If different relays use

3 Energy accumulation can be performed, e.g., in a spread-spectrum system by a Rake receiver when the
signals from the different relays are slightly delayed with respect to each other, or when the relays are using
distributed space-time coding.



11.3 Cooperative communication using rateless codes 311

different codes, then the destination can perform mutual information accumulation.
The second phase ends once the destination can decode the message.

The above protocol is reliable in the sense that every message will eventually be
decoded by the destination successfully, regardless of channel gains and source trans-
mission power, and without the need for CSI at the transmitter. While this observation
says nothing about delay and and energy expenditure, we will show that with a suitable
choice of L , the scheme performs well with respect to these measures.

11.3.2.2 Network flooding
Network “flooding” is an asynchronous alternative to the two-phase protocol. Herein
each relay node starts to transmit as soon as it has received sufficient information to
decode. Due to the broadcast nature of wireless, these transmissions can also be heard
and exploited by relay nodes that are still trying to recover the message. Such nodes
have multiple sources of information (source and transmitting relays) which helps to
accelerate the propagation of information through the network. We can think of this
approach in one of two ways.

1. We can conceive of the approach as exploiting all N relays in parallel. Some relays
(those with the good channels) can now act as “helper” nodes for the other relays
in addition to helping the destination decode the message. Each successful recovery
now has a kind of avalanche effect. Once the first relay has recovered the message,
there are two sources of information for the remaining relays. This shortens the time
needed by the second relay to recover the message. After the second relay decodes,
three information sources become available, and so on.

2. We can think of the approach as flooding the network. Information propagates through
the network, each node adding to the flood as soon as it can. This approach leads to
the shortest possible total transmission time, though it may not be energy efficient.
Alternative signalling that trades off energy efficiency and transmission time will be
discussed in Section 11.3.4.

In contrast to the two-phase quasi-synchronous protocol, we shall assume that the
source node will continue to transmit until the destination successfully recovers the
message.

11.3.3 Basic network: analysis and results

We start by presenting a basic methodology for analysis of the two-phase protocol
in Section 11.3.3.1. We specialize the analysis to Rayleigh fading and shadowing in
Sections 11.3.3.2 and 11.3.3.3, respectively. We then present illustrative numerical results
in Section 11.3.3.4. Moving on to flooding, we discuss the general approach to analyzing
this protocol in Section 11.3.3.5. Since a closed-form analysis is analytically intractable,
we derive upper and lower bounds on the performance in Section 11.3.3.6. Finally, we
present numerical results in Section 11.3.3.7.
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11.3.3.1 Analysis of two-phase protocol
Computing the performance (i.e., the energy consumed and delay) proceeds in the
following steps.

1. Source-to-relay transmission duration: For a given source transmission power Ps ,
number of relay nodes N , and relay parameter L , we shall compute the time required
to broadcast the message to the L best relay nodes. This is equal to the time it takes
the source to communicate the message to the relay with the Lth best channel gain.
Since the source-to-relay channel gains are random, this duration is a random variable.
We wish to compute its probability density function (PDF). As we are interested in
the Lth best channel, this is a problem of order statistics.

2. Relay-to-destination transmission duration: For a given number of active relay nodes
L , each with transmit power P , we need to calculate the transmission time required
for the destination to acquire sufficient information from them to decode. The trans-
mission time PDF depends on whether the destination performs energy or mutual
information accumulation. In either case, we can compute the received energy (or
information) as the sum of the energies (or information) from the individual relays,
under the assumption that the relay-to-destination channel gains are independent.
The PDF of this sum can be computed via the characteristic functions (CF) of the
individual contributions. The CF of a random variable is the Fourier transform of the
variable’s PDF:

M( jω) =
∫ ∞

−∞
fr (r )e− jωr dr.

Basic probability theory tells us that the CF of a sum of independent random variables
is the product of their CFs. The PDF of the required transmission time can then be
computed from the energy (information) PDF via a simple variable transformation.

3. Total transmission duration: The overall transmission time is simply the sum of the
transmission time of each phase. If the fading on the source-to-relay and the relay-
to-destination links is independent, then the PDF of this sum can be computed via
the CF, as discussed above.

With this general outline, we proceed to calculating the results for Rayleigh and
shadow fading.

11.3.3.2 Rayleigh fading
Let y be the time at which relay node i can reliably decode the source data. Since we
assume the channel gains to be identically distributed, the distribution of this random
variable is not a function of i :

fSR(y) = H

γ y2
exp

[
1

γ
+ H

y
− eH/y

γ

]
, for y ≥ 0 (11.11)

and has a cumulative distribution function (CDF)

FSR(y) = exp

[
1

γ
− eH/y

γ

]
, for y ≥ 0.
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This follows from the PDF of the SNR in Rayleigh fading and Shannon’s capacity
equation for AWGN channels.

S–R duration: To determine the PDF of the time required for the first L nodes
to decode the message we order y1, . . . , yL , . . . , yN so that y(1) < y(2) < · · · < y(L) <

· · · < y(N ), where (i) denotes the index of the relay that takes i th smallest time to
decode. We need to determine the PDF of y(L). When the channel gains are i.i.d., this
PDF becomes

fSR(L)(y) = H

γ

N !

(L − 1)!(N − L)!

N−L∑
k=0

(
N − L

k

)
(−1)k eH/y

y2

× exp

[
L + k

γ

(
1− eH/y

)]
, y ≥ 0. (11.12)

R–D duration, energy accumulation: For the case of energy accumulation in the
second phase, the PDF of the relay-to-destination transmission time is

fRD−EA(z) = H

(L − 1)!λ
L

z2

(
eH/z − 1

)L−1
exp

[
H

z
+ 1

λ

(
1− eH/z

)]
, z ≥ 0.

This follows from taking the SNR-distribution in an Lbranch diversity system (assuming
equal mean channel gains for all the relay-to-destination channels), and using a variable
transformation analogous to (11.11).

R–D duration, mutual information accumulation: When mutual information accu-
mulation is used in the second phase, we need to calculate the sum transmission rate
from the L relays to the destination. This is the sum of the rates from each of the L
relays. Using a standard variable transformation, the PDF of the rate from a single node
is

frate(r ) = 1

λ
exp

[
1

λ
+ r − er

λ

]
, for r ≥ 0.

The CF of the rate from a single node can thus be written as

M( jω) =
[

1

λ

] jω

exp

[
1

λ

]
�(1− jω, 1/λ)

where �(α, x) is the incomplete Gamma function and is defined as �(α, x) =∫∞
x e−t tα−1dt [6]. From this, we obtain the PDF of the mutual information, and –

via a variable transformation – the PDF of the required relay-to-destination transmission
duration, z, as a single integral

fRD−MI(z)

= H

2π

∫ ∞

−∞

L∏
i=1

[
exp(1/λi )

(
1/λi

) jω
�(1− jω, 1/λi )

]
exp

[
jωH

z

]
1

z2
dω. (11.13)

The total mean expended energy can be computed numerically from this PDF.
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11.3.3.3 Shadowing
We now turn to the computation of transmission time and energy expenditure in the
presence of shadowing, where the PDF of the SNR between any two nodes is given as

fSNR(x) = 1√
2πσ x

exp

[
− [ln(x)− μ]2

2σ 2

]
. (11.14)

This distribution can also be used to approximate a Suzuki distribution, which describes
the combination of Rayleigh fading and shadowing [32].

S–R duration: As before, we start by deriving the time required for the Lth best
relay node to decode the message from the source. Applying the appropriate variable
transformations the PDF of the transmission time, y, to an arbitrary node is given in
closed form as

fSR(y) = 1√
2πσ

H

y2

1

1− e−H/y
exp

[
−
[
ln(eH/y − 1)− μ

]2
2σ 2

]
(11.15)

and the CDF is then

FSR(y) = Q

[
ln(eH/y − 1)− μ

σ

]
where Q(x) is the Q-function as defined in reference [6]. Exploiting order statistics, we
get the PDF of the time it takes to reach at least L nodes in the S–R phase as

fSR(L)(y) = H√
2πσ

N !

(L − 1)!(N − L)!

1

y2

1

1− e−H/y
exp

[
−
[
ln(eH/y − 1)− μ

]2
2σ 2

]

×
N−L∑
k=0

(
N − L

k

)
(−1)k QL−1+k

[
ln(eH/y − 1)− μ

σ

]
.

R–D duration, energy accumulation: We next turn to the relay-to-destination trans-
mission time. In the case of energy accumulation the effective channel consists of the
sum of L lognormal random variables, which can be accurately modeled by a single
lognormal random variable. The parameters μ and σ of the shadowing of this composite
channel can be obtained from a variety of methods, such as Fenton–Wilkinson [18],
Schwartz–Yeh [37], and Beaulieu and Xie [8]. A very flexible and accurate method,
based on matching characteristic functions at select values, was recently proposed in
reference [32]. Once the parameters of the equivalent channel have been determined, the
PDF of the relay-to-destination transmission time is obtained from (11.15).

R–D duration, mutual information accumulation: When the destination has accu-
mulated mutual information, the CF of the composite rate is obtained as the Lth power of
the single-node CF of the transmission rate. After some manipulations, it can be written
as

M( jω) =
[

1√
2πσ

∫ ∞

−∞
[ez + 1] jω exp

[
− [z − μ]2

2σ 2

]
dz

]L

(11.16)
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Figure 11.5 Mean energy expenditure as a function of the number of active relay nodes L for
different numbers of available relay nodes, N . Lines with crosses: multiple fountain codes
(mutual information accumulating receiver); lines with circles: single fountain code (energy
accumulating receiver), γ = λ = 10, Htarget = 1 ( c© 2008 IEEE) [3].

which has to be evaluated numerically. Transforming the rate (11.16) into transmission
time, analogous to (11.13), we obtain the PDF of the R–D transmission time.

11.3.3.4 Illustrative numerical results
The results derived in the previous sections allow us to evaluate the performance of
relay networks for different values of available relay nodes, N , and active relay nodes,
L . These evaluations can form the basis of optimizing L , thus providing the best balance
between the time and energy expenditures assigned to the two phases. Figure 11.5 shows
the mean energy expenditure as a function of L for different values of N for both energy
accumulation and mutual information accumulation. In both cases, we find that there
is a pronounced minimum for L on the order of 3 (there is some dependence on the
number of available nodes N ). This can be explained by the fact that three transmitting
nodes provide sufficient diversity in the second phase of the protocol. We also find that
for the same L , mutual information accumulation requires less total energy than energy
accumulation. Note that in this example we assume perfect reliability, i.e., all messages
reach the destination. Also note that when L is chosen as 1, perfect reliability cannot be
achieved (or, equivalently, it requires infinite transmission energy on average).

The closed-form derivations in the previous section were done under the assumption
that the fading for the source-to-relay and relay-to-destination channels are independent.
However, using simulations, we investigate the impact of correlation, which can occur
especially for shadowing, in Figure 11.6. A positive correlation decreases the energy
expenditure; this fact is intuitive, since it means that the nodes selected during the SR



316 Cooperative communications for reliability

m
ea

n 
en

er
gy

 e
xp

en
di

tu
re

correlation coefficient

Figure 11.6 Mean energy expenditure as a function of the correlation of the shadowing in uplink
and downlink with μ = 10, σ = 5, L = 3, and N = 20 (solid line), N = 10 (dashed line), or
N = 5 (dotted line) ( c© 2008 IEEE) [3].

phase (i.e., the nodes that are the first to decode the source’s message) also have good
RD channels.

11.3.3.5 Flooding: performance computation
A completely closed-form solution of the performance of the asynchronous transmission
scheme is not possible. In the following, we first outline a solution for deterministic
channel states; from this the PDF of the transmission times and energy expenditures can
be obtained by Monte Carlo simulations (i.e., randomly generating channel states and
computing the transmission time for each of them). We subsequently derive upper and
lower bounds. We only consider mutual information accumulation; energy accumulation
can be computed in an analogous manner.

For deterministic channel states, the time until the first node has accumulated sufficient
information for decoding, denoted as τ1, is the time until one relay node has gathered
sufficient information. Therefore,

τ1 = H

log
[
1+ γk1

]
where k1 is the index of the relay node that finishes the decoding first, i.e., has the highest
channel gain to the source node. Next, we determine the time until a second relay node
has received sufficient information. The mutual information that has arrived at the i th
node by time Ti is Hi = Ti log [1+ γi ]+ (Ti − τ1) log

[
1+ αk1i

]
, so that the time at

which a second node decodes the codeword is

τ̃2 = H min
i �=k1

1+ log
[
1+ αk1i

]
/ log

[
1+ γk1

]
log [1+ γi ]+ log

[
1+ αk1i

] .

We denote the index of the node that achieves this minimum as k2. The time during
which exactly two nodes (the source node plus the relay node k1) transmit the codeword
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(using different fountain codes) is denoted as τ2 = τ̃2 − τ1, and so on. Generally, the
time until i relay nodes have collected sufficient energy is denoted as τ̃i , and the time
that exactly i nodes (i.e., source plus (i − 1) relay nodes) are active is denoted as τi ; note
that τ1 = τ̃1 and τi = τ̃i − τ̃i−1, for i > 1. Transmission stops at time t when

N∑
i=1

(t − τ̃i )H(t − τ̃i ) log
[
1+ λki

] = H

where H(x) is the Heaviside step function. Note that τi = 0 if the transmission to the
destination is complete before relay i has decoded the message. The total transmission
time can then be computed as τ̃N+1, i.e., the time when the destination has decoded

the message. The total transmission energy is
N+1∑
i=1

iτi , as transmission during time τi

involves transmission from i relay nodes plus the source node.

11.3.3.6 Performance bounds
A lower bound on the transmission time can be obtained by considering a scenario with
extremely strong inter-relay channels. In this situation, all relays obtain the source infor-
mation as soon as the relay with the strongest link can decode the source information;
due to the strong inter-relay links, the time required to forward the message from this
relay to the others is negligible. Thus, the transmission time is the S–R time (whose PDF
is given in (11.12), with L = 1) plus the R–D time (whose PDF is given in (11.13), with
L = N ).

An upper bound for the transmission time corresponds to the case of extremely weak
inter-relay channels, i.e., the relays do not help each other. However, we still allow that
each relay starts transmission as soon as it has received the message from the source.
Since the relays are decoupled, the accumulated mutual information that has arrived by
time T at the destination via the i th relay is

H (T ) =
{

ln(1+ λ)
[
T − H

ln(1+γ )

]
, for γ ≥ exp (H/T )− 1

0, otherwise

since information arrives at the destination only after the relay has decoded the message.
The corresponding characteristic function can be shown to be

Monelink( jω; T ) =
∫ ∞

exp(H/T )−1

(
exp
[
1/λ
]
�
[
− jω

[
T − H

ln(1+γ )

]
+ 1, 1/λ

]
λ

jω
[

T− H
ln(1+γ )

]
× exp(−γ /γ )

γ

)
dγ + 1− exp

{
1− eH/T

λ

}
.

The CF of the total information at the destination is simply M N
onelink( jω; T ), from which

the PDF and CDF of the received information at time T can be obtained numerically by
the inverse Fourier transformation.
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Figure 11.7 Mean transmission time and mean expended energy for the asynchronous protocol as
a function of the number of available relay nodes. Mean link gain between the relay nodes, α, is
0, 10, and 100, and γ = λ = 10 ( c© 2008 IEEE) [3].

11.3.3.7 Illustrative numerical results
Figure 11.7 demonstrates that the mean energy expenditure of the flooding scheme
strongly depends on the channel gains between the relay nodes. This is intuitive, since
a strong inter-relay channel means that the relays can help each other more efficiently
in gathering the information. We see that the total energy expenditure decreases as the
number of available relay nodes N increases because more diversity is available, but this
effect quickly saturates.

Figure 11.8 shows the PDF of the total transmission energy for N = 10, for the
cases of weak and strong inter-relay links. These PDFs exhibit a small spread, which
decreases with increasing strength of the inter-relay links, and is also smaller than for
the quasi-synchronous protocol.

11.3.4 Routing

To our knowledge, there has been little prior work investigating routing in networks
consisting of nodes using mutual information accumulation. In reference [12] mutual
information accumulation is considered for a single-relay network. In references [30,31,
46] the routing problem is considered, but energy accumulation is assumed at the physical
layer. Another heuristic algorithm for routing with energy accumulation was proposed
in reference [13]. In reference [47] a heuristic algorithm for relaying information with
hybrid (automatic repeat request ARQ) with mutual information accumulation over time
is derived. However, in contrast with the work we present next, reference [47] assumed
that when relay nodes transmit simultaneously, they send out the same signal.
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Figure 11.8 PDF of transmission energy expenditure with N = 10 relay nodes for weak and
strong inter-relay links. γ = λ = 10 ( c© 2008 IEEE) [3].

11.3.4.1 System model
We now present a system model of a unicast wireless ad-hoc network explored in depth
in references [15–17]. The network consists of N + 2 nodes: the source, the destination,
and N relay nodes. The network’s objective is to convey a data packet composed of H
bits from source to destination. Relay nodes can either transmit or receive, but cannot
do both simultaneously. Our channel and transmission model is specified by (11.9), i.e.,
when transmitting, each node transmits at a fixed PSD Pi (joules/s/Hz), uniform across
its transmission band. The network operates under bandwidth and energy constraints,
which we will introduce after introducing the routing problem.

The main question in routing is “who should transmit when?” This is, in effect,
a resource-allocation problem under the constraint that no node should start to expend
transmission resources until it has decoded. To make this problem tractable, our approach
is to break it into two subproblems and, alternately, to optimize each individually until
we find a locally optimum solution. We now state the details of our problem formulation
and then discuss their particular motivations.

Let Ti denote the time at which node i decodes the message where T0 = 0. (For
simplicity we label the i th node to decode as node i ; for any decoding order we can
always relabel the node to make this identification.) Rather than work with the Ti , we find
it more useful to work with the inter-node decoding delays, �i , where �i = Ti − Ti−1

for 1 ≤ i ≤ L . There are L data transmission phases where the i th phase is of duration
�i and is characterized by the fact that at the end of the phase the first i nodes have
all decoded the message. We refer to each phase as a “time slot.” Time slots are not of
preset or equal lengths, e.g., they can be of length zero. Rather, their lengths are solved
for in the optimization problem stated next.

A definition of reliability is the on-time delivery of packets. Thus, in the following
our objective is to minimize the source-to-destination transmission delay

TL =
L∑

i=1

�i . (11.17)
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We minimize this linear objective function subject to the following constraints. First,
�i ≥ 0 for all i . Second, node i must decode by time Ti =

∑i
l=1 �l , a linear constraint

expressed as

k−1∑
i=0

k∑
j=i+1

Ai, j Ci,k ≥ H, for all k ∈ {1, 2, . . . , L}, (11.18)

where Ai, j ≥ 0 for all i ∈ {0, 1, . . . , L − 1}, j ∈ {1, 2, . . . , L}. The third constraint is
a sum-energy constraint

L−1∑
i=0

L∑
j=1

Ai, j Pi =
L−1∑
i=0

L∑
j=i+1

Ai, j Pi ≤ ET.

Finally, we impose a sum-bandwidth constraint

j−1∑
i=0

Ai, j ≤ � j BT for all j ∈ {1, 2, . . . , L}. (11.19)

Our framework accepts other objective functions and energy and bandwidth constraints
(e.g., per-node rather than sum-bandwidth or sum-energy), see reference [17] for details.

11.3.4.2 Route and resource optimization
As discussed regarding (11.17) above, the node labelling corresponds to a “transmission
order.” This is the order in which nodes are allowed to come online as transmitters.
Since a node must decode before it can transmit, this puts constraints on the resources
allocated to each node, as is reflected in (11.18). Through further examination of (11.17)–
(11.19), one can see that given a transmission order, the resulting resource allocation
problem (i.e., determination of �i and Ai, j ) is a linear program (LP). Of course, the
LP is parametrized by the transmission order and the number of transmission orders is
exponential in L . However, for any given order the result of the LP provides hints on
how to improve the order. In particular, e.g., if �i = 0 then swapping the position in
the order of nodes i − 1 and i can only decrease further the transmission time (after
running the LP with the updated order). Details and proofs are provided in references
[15–17].

Our solution strategy is to alternate between two types of update – an LP-based
resource allocation update and a subsequent updating of the decoding order. This
approach provides a very efficient way to explore the (possibly very large) space of solu-
tions. As the numerical results we present illustrate, in comparison to traditional multi-
hop, the resulting decrease in end-to-end transmission delay arises from two sources. The
first is the use of mutual information accumulation at the physical layer. This accounts
for about half of the decrease. The second is from the route-optimization strategy just
discussed. Both contribute significantly to the decrease in transmission time.

Finally, while our solution strategy is greedy and sometimes suboptimal, it makes clear
that the true complexity of the routing problem arises from the combinatorial problem
of finding the best decoding order. The complexity does not come from the resource
allocation problem (since that can be solved through an LP). For small-scale networks
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Figure 11.9 Location of nodes in a 50-node network. The minimum-energy and minimum-delay
cooperative route is shown as a solid line and the minimum-delay non-cooperative route is
shown as a dotted line ( c© 2008 IEEE) [4].

(up to about 15–20 nodes) for which we can exhaustively test all ordering to determine
the optimum problem solution, we observe empirically that our algorithm often yields
the global optimum. However, we have also developed examples that illustrate typical
situations in which the algorithm gets stuck in a local minimum; see reference [17] for an
example. As the high efficiency of the scheme allows us to attack large-scale networks,
we conclude by presenting results for a network consisting of 50 nodes.

11.3.4.3 Illustrative numerical results
Consider the two-dimensional 50-node network of Figure 11.9. The source node (0) and
destination node (49) are, respectively, located at [0.2, 0.2] and [0.8, 0.8]. Remaining
nodes are placed uniformly at random in the unit square. To give the reader a strong
sense of the relationship between geometry and channel strength we assume hi, j is
deterministically related to the Euclidean distance di, j as hi, j = (di, j )−2. In the numerical
results we present, the sum-bandwidth constraint is BT = 1, Pi = P = 1 for all i , and
H = 28.9 bits (20 nats).

Using the solution strategy outlined in the preceding section, we find that
the subset of nodes that actually transmit in the final transmission order is
[0, 16, 33, 9, 47, 14, 43, 22, 38, 49], indicated in Figure 11.9 by the solid line. As can
be seen from inspection of the figure, the nodes that are active in the minimum delay
(and, therefore, minimum energy) solution are all quite close to the direct path between
source and destination. This is due to the fact that channel gain is inversely proportional
to distance squared. For this example network the destination decodes after 13 s.

To quantify the decrease in transmission time due to the use of cooperative rout-
ing and route optimization, we next develop results for noncooperative multihop as
a basis for comparison. In multihop only one node at a time transmits and the route
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is selected using Dijkstra’s shortest-path algorithm. First, we consider the situation
where each node decodes based solely upon the transmission of the node that immedi-
ately precedes it. The incremental delay accrued by the hop from node i to node j is

H/BT Ci, j = H/BT log2

[
1+ hi, j P

N0

]
. The shortest path (Dijkstra) route is found to be

[0, 9, 49], indicated in the figure by the dotted line. The resulting source-to-destination
delay is 21.5 s. Interestingly, the set of nodes that transmit in the shortest path problem
is a proper subset of those that transmit in the cooperative protocol. Furthermore, the
only relay node participating in the optimal (shortest-path) route is node 9, which is the
closest node to the direct source-to-destination path.

Finally, we also calculate the transmission delay for a system that uses the Dijk-
stra route, but which consists of nodes that perform mutual information accumulation
(i.e., nodes listen to all preceding transmission instead of only the immediately prior
transmission). This provides a sense of the fractional performance improvement due
to the use of mutual information accumulation, and that due to using a route designed
specifically for cooperative communication. When using mutual information accumula-
tion together with the Dijkstra route ([0, 9, 49]), the transmission delay is 16.5 s. Thus,
for this example, somewhat over half the decrease in transmission duration (from 21.5
to 16.5 s) is due to the use of mutual information accumulation. The balance of the
improvement (from 16.5 to 13 s) is due to the use of a route tuned to mutual information
accumulation.

To ensure that these results are not specific to the sample network of Figure 11.9,
we calculate the distribution of decoding delays over an ensemble of 500 independently
generated realizations of networks of the type depicted in Figure 11.9, keeping source
and destination locations constant at [0.2, 0.2] and [0.8, 0.8]. Full results are presented
in reference [17], but the average delays are quite close to those just discussed: 21.5 s for
multihop and 12.5 for our scheme. Thus, on average the conventional noncooperative
multihop approach incurs additional delay and energy usage on the order of 70% as
compared to cooperative transmission.4
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12 Reliability through relay selection in
cooperative networks
Ramy Abdallah Tannious and Aria Nosratinia

This chapter first presents an overview of the possible signaling techniques in relay
networks. The differences between the formation of the signals of the relays, network
performance, and complexity are highlighted. Then, the problem of relay selection is
reviewed and key factors in the design of relay selection schemes are described. Finally,
as a case study, the details of one exemplary relay selection protocol are presented.

12.1 Introduction

The demand of high data rates due to the explosive growth in data centric applications
drives further innovations in wireless communication systems. Novel techniques have
been developed to improve the reliability of wireless links and to boost their data rates.
The main novelty in those techniques in the last decade is to exploit the characteristics
of the wireless medium rather than to suppress its features. Examples of these tech-
niques include opportunistic communications, multiple-input-multiple-output (MIMO)
communications, and cooperative communications (see reference [1] and references
therein). Cooperative communications exploit one of the main features of the unguided
wireless medium: the broadcast feature. The broadcast feature has been regarded as a
negative feature, since it is the source of the interference dilemma of radio communi-
cations. The same feature allows nearby nodes of a transmitting source to overhear the
transmission and in turn to possibly relay the signal to a destination. Thus, nodes can
cooperate to overcome the limitations set by the wireless channel. This idea has led to
the notion of cooperative communications [2].

The simplest network, where one node helps another node in delivering its message to
a destination, is the relay channel [3,4]. Three nodes form the relay channel; a source, a
helping node named the relay, and a destination. In general, several nodes can be in close
proximity to the source and/or the destination and thus can act as relays forming a relay
network [5,6]. This is true in many applications including sensor networks (for industrial
control, environmental monitoring, etc.) or in ad-hoc networks such as those constructed
for military communications or broadband mesh networking, as depicted in Figure 12.1.
Careful design of signaling in relay networks can reap performance benefits similar to
those in MIMO communications by viewing these relay nodes as elements of a distributed
(or virtual) antenna array [7, 8]. However, as we will discuss shortly, the presence of
multiple relay nodes poses a challenge in the signaling design. Whether the system
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Figure 12.1 Sensor network with a group of nodes clustered around the source.

designer recruits the help of all relay nodes or selects only one node, and how to design
signaling in both cases are issues that have recently stirred a lot of research activity [5,
6, 9–11]. Chapter 11 discusses the notion of cooperative communications in detail and
presents interesting models and schemes for cooperation between nodes. This chapter,
however, is dedicated to the idea of selecting only one relay out of multiple relays to assist
communications between a source and a destination, called single relay selection [11,12].

In this chapter, we summarize the different approaches in the literature for the relay
selection problem. The chapter is organized as follows. In Section 12.2 we summarize
the different signaling schemes in multiple-relay networks. In Section 12.3 we compare
relay selection with other schemes and illustrate why relay selection is a scheme of
interest in wireless networks. Section 12.4 describes the system model and presents a
literature survey of several relay selection protocols. We discuss in detail a promising
relay selection protocol in Section 12.5 as a case study. Finally, a brief summary in
Section 12.6 concludes the chapter.

12.2 Signaling in multiple-relay networks

The first study that focused on multiple-relay networks is reference [13]. The relay net-
works were studied under both discrete-memoryless channel and additive white Gaussian
noise (AWGN) channel models. A novel tool at that time, the cut-set bound [14], was
used to derive an upper bound on the capacity of relay networks. Therefore, the model
and the techniques had an information-theoretic flavor. It was in the work of Laneman
and Wornell that a relay network with a Rayleigh block-fading channel model was stud-
ied [5]. In that work, two signaling protocols for multiple-relay network were proposed
and analyzed. The first protocol simply divides the available time/bandwidth among the
relays so that their transmissions occupy orthogonal channels, e.g., a time/frequency
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division multiple access (TDMA/FDMA) system. To improve the spectral efficiency,
the second protocol views each relay node as an element of a distributed antenna array
and takes advantage of the flourishing field of space-time codes. Distributed space-time
codes (DSTC) were designed and analyzed, allowing all relays that decoded the source
message to transmit simultaneously in the same channel. Asymptotic high signal-to-
noise ratio (SNR) analysis of this protocol established that a diversity order that is linear
in the number of participating relays in the network can be achieved.1

Another well-known signaling technique in relay networks is to allow the relays to
transmit simultaneously by adjusting their signal phases such that the destination can
coherently combine the signals from all the relays. This scheme is called distributed
beamforming and requires all relays to have instantaneous channel state information
(CSI) for their respective channels to the destination. The seminal work of Sendonaris
et al. on cooperative communications proposed a scheme where a relay and its partner
each beamforms the signals to the base station, which leads to a larger cooperative
multiple-access rate region than the non-cooperative capacity region [2]. The idea of
distributed beamforming generated a sizable literature very recently and the reader is
referred to reference [21] and the references therein for more details.

In reference [11], opportunistic relaying or relay selection was proposed to overcome
some shortcomings of the previous schemes and to simplify the signaling in large relay
networks. By selecting only a single node to relay the information of the source and
under certain selection criterion, the communication reliability is close to the relia-
bility obtained using the previously mentioned signaling methods, with all the relays
used. Relay selection is named partner selection when pairs of users help each other
in delivering their information to a common destination, which has been proposed in
references [22, 23]. In the following we will compare in more detail the aforemen-
tioned signaling schemes in multiple-relay networks. This motivates relay selection as
a practical way of achieving high throughput and improved reliability in wireless relay
networks.

12.3 Motivations for relay selection

Orthogonal signaling schemes (TDMA/FDMA), DSTC, and distributed beamforming
in relay networks have several challenges in their implementation that motivate the use
of relay selection. We start by stating the problems in designing signaling protocols for
multiple-relay networks and emphasize the differences in the design from a scenario
with colocated antennas (MIMO).

1. The number of participating relay nodes in the range of the source node at any given
time is not known. This number depends on the average received SNR at each node
and the transmission rate used by the source.

1 A more rigorous definition of the diversity which is a high-SNR asymptotic reliability measure will be
defined in Section 12.4. Several papers appeared later that presented variations on DSTC and analyzed the
performance of their proposed protocols under various channel models and modulation schemes [15–20].
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2. The data stream of the source is not known a priori at the candidate relay nodes.
Thus, acquiring such information or a reliable copy of the transmitted signal by the
source is the first step towards having reliable communications between the source
and the destination.

3. The signaling protocols require a distributed or centralized coordination between the
active nodes that would account for the overhead constraints. Also, these protocols
need to be scalable with the number of nodes and need to account for the channel
variations across the network.

4. Since the nodes are geographically separated, the aggregate effects of the channel
variations and circuit mismatches are more difficult to predict during practical imple-
mentation.

It is thus clear that signaling and coding for distributed antenna arrays are signifi-
cantly different from coding for MIMO systems. Based on the previous discussions, one
can summarize the shortcomings of TDMA, DSTC, and distributed beamforming as
follows.

Transmission in orthogonal channels such as TDMA systems wastes the available
bandwidth. Therefore, the main deficiency associated with such systems is the poor
spectral efficiency. Also, the reception delay grows with the number of participating
nodes. Moreover, a mechanism for indexing the nodes and coordinating the slotted
transmissions should be deployed in a way that adapts to the dynamics of the system.
This tight coordination and ensuring synchronization of transmissions at the receiver
(with variable slots at each transmission interval) requires a considerable amount of
overhead.

DSTC solves the problem of poor spectral efficiency. However, space-time codes
require stringent synchronization at the symbol level. This requirement limits the per-
formance of DSTC in practice. Moreover, the receiver complexity increases with the
number of participating relay nodes. In addition, coding for DSTC in practice is chal-
lenging, again due to the variation of the number of relay nodes. Also, a coordination
mechanism should be employed to let each relay know which pattern of symbols of the
space-time code it is responsible to transmit.

Finally, the distributed beamforming idea is promising and provides the best perfor-
mance over all the schemes we discussed, since coherent combination of multiple signals
at the receiver improves the received SNR. However, precise knowledge of CSI at the
nodes is required, which can cause a lot of overhead. In addition, adjusting the phases at
each node cannot guarantee perfect coherence at the destination. The oscillators of the
nodes are distributed and experience independent phase noise, and thus are difficult to
be synchronized.

Many of the discussed shortcomings of signaling in relay networks can be addressed by
using relay selection. Selection of only one relay for transmission simplifies signaling
and avoids complex synchronization schemes. Also, oftentimes instantaneous power
constraints are set across a communication network to limit the interference footprint.
Relay selection would easily comply with such a constraint. Another interesting feature of
relay selection appears in energy-limited sensor networks. Alternating the selected relay
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Table 12.1 Comparison between signaling protocols for multiple-relay networks.

Protocol Description Pros Cons

Slotted repetition Transmission in
orthogonal channels

Low-complexity receiver Spectrally inefficient

Distributed STC Simultaneous transmission
using a space-time code

Spectrally efficient Strict synchronization
requirement

Challenging code design
Beamforming Simultaneous transmission

with phase adjustment
of transmitted signals

Best achieved rate Requires transmit-side channel
knowledge at relays

Sensitive to mismatches in
carrier and timing
synchronization

Relay selection Only the “best” relay
transmits

Simplifies signaling and
network synchronization

Design of selection mechanism
and associated overhead

Low-complexity receiver

at each transmission interval allows the network to extend its lifetime. Other signaling
schemes would drain the network resources much faster than relay selection. Finally,
transceiver complexity is an issue of utmost importance in sensor networks, and relay
selection requires a simple receiver architecture as in point-to-point communications.

Table 12.1 summarizes the comparison between the different signaling techniques for
multiple-relay networks. It is clear that relay selection has very appealing features making
it a viable candidate for implementation in current and future wireless communication
networks. However, there exist some challenging design issues to be addressed for relay
selection. The next section discusses in detail the design problems of relay selection and
the tradeoffs associated with it.

12.4 Overview of relay selection

Relay selection manifests itself as a challenging engineering problem. Given a group of
candidate relay nodes in the network, a designer is faced with the following questions:

1. Which node would assist the source?
2. How does this node help the source?
3. Under what criterion is the selection done?
4. How is the selection mechanism implemented?

Clearly each of the above questions has multiple valid answers and thus there are
several design combinations that appear in the literature, each forming a relay selection
protocol.2 Also, the channel model affects the selection process. We can then conclude

2 In fact, while we focus in this chapter on selecting a single relay out of a group of relays, recent papers have
discussed selecting more than one relay to enhance the performance while incurring increasing complexity.
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that relay selection is a rich problem that will continue to draw more interest due to its
practicality and simplicity.

This section provides an overview of the relay selection problem. First, a system
model, a mathematical background, and some definitions are provided. The commonly
used relay selection protocols in the literature are then reviewed stating the tradeoffs that
are accounted for.

12.4.1 System model and mathematical background

Let us define a specific system model that will be used throughout the chapter. This
model will also serve for comparing relay selection with other signaling schemes in
multiple-relay networks that have been described in the previous section.

The system model consists of a destination node, a source node, and M half-duplex
relays. The channel gain between any two nodes is described by a flat, quasi-static
Rayleigh block-fading model. Therefore, it is assumed that the channel gain takes a
random value at every block of transmission and then changes independently to another
value in the next block. The mean of the channel gain depends on the distance between
the two nodes of a wireless link. More specifically, if hi j denotes the channel coefficient
between nodes i and j , then the mean-square value is given by

E{|hi j |2} = Di, j = λ2
c

(4πdo)2

(
di, j

do

)−ν
, (12.1)

where E{·} denotes the expectation operator, λc is the wavelength of the signal, do is a
fixed reference distance, di, j is the physical distance between nodes i and j , and ν is the
path loss exponent typically in the range 1 < ν < 4 for free space propagation.

Throughout the chapter, we assume that the input codewords are obtained from a
random Gaussian codebook. The length of a codeword is asymptotically large and spans
one coherence interval of the channel that is assumed to be the block length. The additive
noises at the receivers are normally distributed with mean 0 and variance σ 2. The source
and the M relays are indexed by m; m = 0, . . . , M , where m = 0 is reserved for denoting
the source. Source and relay nodes each transmit under an average power constraint Pm .

The received signal at the destination (d) from one transmitting node (m) for an
arbitrary block of symbols is given by

yd =
√

Pmhm,dxm + zd , (12.2)

where zd is the receiver noise. The instantaneous received SNR is thus given by γmd =
ρ|hm,d |2, with ρ = Pm/σ

2 . Under the assumption of |hm,d | being Rayleigh distributed,
γm,d has an exponential distribution with mean γ̄m,d = ρDm,d .

The transmitted signal xm depends on the signaling scheme used by the network.
If distributed beamforming is used, xm = xo exp{− j arg(hm,d )} is transmitted to offset
the channel phase, arg(hm,d ). This signaling scheme has similarities to the maximal
ratio transmission (MRT) scheme in multiple-input-single-output (MISO) systems [24].
Beamforming allows coherent addition of the signals and thus leads to high receive
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SNR gains. If DSTC is used, xm will be transmitted based on a space-time code structure
which allows matched filter detection of concurrent transmissions from all relays.

We now introduce some performance measures used in the rest of the chapter. The first
measure is the outage probability [25], and the second one is the diversity-multiplexing
tradeoff (DMT) [26]. When the codeword length spans only one channel realization
whose value is unknown at the transmitter, there exists a nonzero probability of decoding
error that leads to outage. In this case, the Shannon capacity in its strict sense is zero.
One can instead define an outage probability Pout performance limit, which at high
SNR and for long enough block length was proven to tightly lower bound the error
probability [27]. For a given rate R, Pout is given by:

Pout = Pr{I (h, ρ) < R} , (12.3)

where Pr{·} denotes probability and I (h, ρ) is the mutual information of the channel. The
DMT provides a tradeoff between the reliability provided by a certain signaling scheme
versus the rate expressed as a fraction of the AWGN channel capacity at high SNR. Thus,
when communication occurs at a fixed rate, the maximum reliability of the channel is
achieved. This is because at high SNR any fixed rate R becomes vanishingly small with
respect to the channel capacity. Thus, one would be sacrificing the spectral efficiency of
the channel in order to attain the maximum diversity for the signal transmitted. A channel
is said to achieve multiplexing gain r and diversity gain d if there exists a sequence of
codes C(ρ) with rate R(ρ) and resulting outage probability Pout(ρ) such that:

lim
ρ→∞

R(ρ)

log(ρ)
= r , lim

ρ→∞
log Pout(ρ)

log(ρ)
= −d . (12.4)

One can use the instantaneous receive SNR, γ , as a measure to compare the
performance of different signaling schemes. This measure can translate into either
BER/FER/outage performance and hence diversity,3 or rate/throughput and hence capac-
ity characterization of the channel. For example, the expressions for γ for various
schemes assuming two relays are given by

γ BF = ρ
(|h1,d | + |h2,d |

)2
,

γ DSTC = ρ(|h1,d |2 + |h2,d |2) ,

γ RS = ρ|h∗|2 , (12.5)

where h∗ is the channel with the largest instantaneous gain, and BF and RS denote
the beamforming and relay selection, respectively. Figure 12.2 shows the receive SNR
versus the number of relays (M) for distributed BF, DSTC, and relay selection. The
transmit SNR (ρ) is set at 20 dB and the mean-square values of all channel gains are
assumed to be unity. The penalty paid by the simplicity of relay selection is the loss of
SNR gains at the receiver. This loss increases with the number of participating relay
nodes in the network.

3 BER: bit error rate, FER: frame error rate.
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Figure 12.2 Received SNR versus the number of relays M for several signaling protocols.

12.4.2 Relay selection strategies

Relay selection has generated a sizable literature in very recent years. Here, we focus on
the most common relay selection strategies, and for each strategy, we state the criterion
used for relay selection, what relaying scheme is employed at the relays, and which node
decides the selection. As we shall explain shortly, different criteria can be used for relay
selection including instantaneous and average channel conditions, energy efficiency, or
a combination of these criteria. Also, the selection criterion is affected from the relaying
scheme (e.g., amplify-and-forward (AF) or decode-and-forward (DF)). The selection
process can be centralized, distributed, or semi-distributed, which leads to a tradeoff
between overhead and complexity.

The work of Bletsas et al. [11] (see also a practical implementation in reference [28])
is the first detailed study that proposed the use of relay selection in multiple-relay wire-
less networks to overcome some of the problems associated with previously proposed
signaling schemes.

In reference [11], the authors adopt a selection criterion based on the instantaneous
channel gains. Two policies were proposed, which take into account the balance of the
channel quality of source-to-relays and relays-to-destination links. One focuses on the
bottleneck of both links in the selection criterion,

hm = min
{|ho,m |2, |hm,d |2

}
, (12.6)
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whereas the other smoothes the difference between both links via a harmonic mean
operation

hm = 2|ho,m |2|hm,d |2
|ho,m |2 + |hm,d |2 . (12.7)

In both approaches, the “best” relay is the one with

h∗ = max{hm} . (12.8)

This selection criterion can be used for both DF and AF schemes.
A major contribution of reference [11] is the proposal of a decentralized strategy

for relay selection. Each relay estimates its received signal strength based on a hand-
shake process with the source and the destination. Assuming channel reciprocity, each
relay can then compute hm under any of the policies explained above, and sets a timer
inversely proportional to the value of hm . When the timer expires, each relay sends a
flag of transmission request. Then the best relay transmits its flag first, and other relays
remain silent upon hearing this flag signal. This method is similar to the random backoff
mechanism for channel access that is employed in wireless local area network (WLAN)
standards. While this work pioneered opportunistic relaying as a viable signaling scheme
and derived a thorough analysis of its DMT (shown to be the same as the DMT of DSTC),
it suffers from some limitations. The channel reciprocity assumption may not hold except
for time-division-duplexing (TDD) systems. In addition, the implementation of the timer
leads to nonzero probability of packet collisions and relays are required to hear the flag
of the best relay.

Another early work in the area of relay selection appears in reference [29]. The
objective of this work was to optimize the outage probability in a multiple-relay net-
work employing the AF scheme and allowing different transmission powers Pm for the
source node and each of the relay nodes. Upon deriving the mutual information of AF
opportunistic relaying, the relay with the largest capacity metric,

Cm = αmβm

σ 2αm + σ 2βm + σ 4
, (12.9)

is selected under the assumption that all nodes have the same AWGN variances, where

αm = Po|hs,m |2, (12.10)

βm = Pm |hm,d |2. (12.11)

This selection protocol maximizes the mutual information with only one relay helping
the source, thus the best network throughput with relay selection is achieved and the
signaling is simplified. The selection of the best relay is done in a centralized manner.
The channel estimates of each of the source-to-relay and relay-to-destination links are
required to be known at the destination. The knowledge of the source-to-relay channels is
needed for selecting the best relay and for detection at the destination as the relays employ
AF relaying and the destination experiences the end-to-end channel. The destination,
equipped with the knowledge of the channels and the received signal powers, can
optimally select the relay that minimizes outage.
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In reference [30], two relevant questions are posed about the relay selection problem.
The first question is about whether cooperation is needed or not, “when to cooperate.” The
second question targets the core issue in relay selection; which relay to select or, as posed
in reference [30], “whom to cooperate with.” The answer to the first question results in a
strategy where relaying is done only if the direct link does not satisfy a certain metric. If
this metric is not satisfied, only one relay out of the M relays is recruited to forward the
source message. The details of the relay selection strategy studied in reference [30] can
be explained as follows. M-PSK modulation is used for transmission. The relays employ
a demodulate-and-forward scheme, since no error correction coding across a block of
symbols is assumed. The metric used for relay selection and for evaluation of whether or
not relaying is preferred over direct link communications is a modified harmonic mean
function of the source-to-destination and relay-to-destination channels and is given by

Cm = 2q1q2|hm,d |2|hs,m |2
q1|hm,d |2 + q2|hs,m |2 , (12.12)

with

q1 = A2

r2
, q2 = B

r (1− r )
, (12.13)

where r = Po/P is a power ratio, P = Po + Pm is the total transmission power from
the source and the selected relay, and A and B are constants that are functions of the
cardinality of the modulation alphabet used. The symbol error rate (SER) of this scheme
is elegantly derived in reference [30]. For this scheme, the selection is performed in a
semi-centralized fashion. Under the assumption that the channels are reciprocal, each
relay is assumed to know its channel strength with respect to the source and to the
destination and hence can calculate the metric in (12.12). The metric value is sent to the
source. The source, assumed to have the transmit-side CSI of the source-to-destination
link, determines whether or not cooperation is needed. It sends a control signal notifying
the relays and the destination with its decision and with the information about the relay
that should forward the message of the source in case cooperation is needed. This process
is repeated every time the channel gains vary.

In order to avoid some of the channel knowledge assumptions and to limit the overhead
of the relay selection protocol studied in reference [30], an open-loop architecture is
proposed in reference [31] that works as follows. The selection is completely centralized
and occurs at the destination. It is assumed that the destination can measure the quality of
the source-to-relay links and relay-to-destination links in addition to the direct link from
the source. The selection metric is given by the highest minimum of the source-to-relay
and relay-to-destination instantaneous SNR; that is,

C∗ = max min{γo,m, γm,d} . (12.14)

The destination will allow cooperation only if the selected relay has C∗ greater than
the instantaneous SNR of the direct link, γo,d . A complete SER analysis for M-PSK
signaling is performed and comparisons with similar works are presented.

A different relay selection protocol is proposed in reference [32], where the selection
is done in a semi-distributed fashion for an AF relay network. This avoids the exchange
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of large overhead of CSI across the network. A relay node is feasible to participate in
relaying if its transmission leads to higher rate than the rate attained by the direct link
from the source to the destination. The best node is selected in a centralized fashion
based on the effective SNR from the set of feasible relays.

So far in the previous review of relay selection protocols, channel conditions have been
the only criterion used for relay selection. However, in wireless systems with constrained
power sources, energy efficiency is an important factor to include in signaling design.
We briefly summarize the findings of two works that consider the energy efficiency as
a factor in relay selection. Both works also generalize the relay selection problem to
selecting more than one relay. The first paper is the work of Madan et al. [33]. This work
takes into account the cost of acquiring CSI in the design of a DF relay selection protocol.
Moreover, the selection protocol allows for participation of more than one relay. Hence,
the proposed solution lies between the two extremes of selecting only one relay (which
is the focus of this chapter) and the participation of all candidate relay nodes. The goal
of minimizing the total energy consumption for data transmission and CSI acquisition
leads to a tradeoff between decreasing energy expenditure for data transmission by using
more relays and decreasing the overhead for CSI acquisition by using fewer relays. The
authors derive the optimum selection rule and corroborate their analysis with numerical
results. It is demonstrated that energy savings up to 16% are observed after CSI energy
overhead has been accounted for.

Another work that addresses the issue of energy consumption in the relay selection
problem is reference [34]. The authors elegantly cast the relay selection problem in
AF network with both energy and error performance constraints as a knapsack prob-
lem [35]. The knapsack problem is a well-studied problem in the field of combinatorial
optimization. Given a set of items, each with a weight and a profit (value), the goal is to
select a subset of these items such that the profit is maximized while the weight remains
bounded by a constant. In the relay selection problem, the items are the set of relays, the
weights are the energy expended by each relay, and the profit is a function of the error
performance. The selection is based on the average channel condition. It is assumed
that the destination acquires CSI of all channels through training and is responsible for
solving the knapsack problem. The destination sends the order of participation list to
the selected relays and then relays transmit orthogonally.

Another interesting relay selection algorithm is presented in reference [36]. The
algorithm is inspired by the well-known “stay and switch” combining technique that
has been studied in the context of achieving diversity from multiple branches at the
receiver [37]. It is assumed that only two relays are actively listening to the packets
transmitted by the source. The criterion for relay selection is again the instantaneous
SNR of both the source-to-relay and relay-to-destination channels. However, this effective
SNR is compared against a threshold T , and switching to a different relay occurs only
if the effective SNR is lower than T . The destination is responsible for computing such
a metric. In particular, if the relays use a demodulate-and-forward scheme (uncoded
transmission), the selection metric is the same as (12.6); that is,

hm = min
{|ho,m |2, |hm,d |2

}
, (12.15)
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and switching to the selected relay occurs if

h∗m = max{hm} > T . (12.16)

It is obvious that the threshold affects the performance and the switching rate of this
protocol. If the relays use the AF scheme, the selection metric is given by

hm = |ho,m |2|hm,d |2
|ho,m |2 + |hm,d |2 . (12.17)

It is shown that the threshold that minimizes the outage probability is given by

T = 22R − 1 , (12.18)

where R is the requested rate.
Outage analysis has been studied and interestingly the diversity achieved with this

distributed stay and switch combining is the same as if the best relay is selected at each
time slot. Therefore, despite the simplicity of this scheme, the scheme does not lose
diversity.

We briefly mention the last set of relay selection algorithms in this section. This set
of algorithms combine the idea of collaborative hybrid automatic repeat request (ARQ)
with relay selection yielding a combination of simplicity, high throughput, and superior
diversity. The basic idea is that relaying occurs only if the direct link does not support
the transmission rate and only one relay is selected to retransmit the message of the
source [38–42].

In the next section, we discuss in detail one of these algorithms that is called the
incremental transmission with relay selection protocol of [38]. This protocol is a cen-
tralized relay selection protocol with limited feedback, where the best relay transmits
using the decode-and-forward scheme only if the destination fails to decode the initial
transmission block from the source.

12.5 Limited feedback centralized relay selection

This section presents a centralized relay selection protocol with limited feedback, called
incremental transmission relay selection (ITRS). The network consists of a source, M
relays, and a destination, where the destination has a fading link to the source as well
as the relays (see Figure 12.3). In this protocol, the limited feedback has a dual use:
It selects the best relay to improve diversity, and also enables retransmission (HARQ)
to improve spectral efficiency. The broad outline of the protocol is as follows. First, a
packet is broadcast by the source. If the destination cannot decode, a limited-feedback
handshake is performed that identifies the best available node (among source and relays).
This best node then retransmits the packet to the destination. The details of the ITRS
protocol are described in Table 12.2. Note that the channel gains are assumed to remain
fixed during steps 3, 4, and 5.

The ITRS protocol uses a maximum of one retransmission. Further retransmissions
would reduce (and eventually eliminate) outage, but also incur more delay. We study the
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Table 12.2 The incremental transmission with relay selection (ITRS) protocol ( c© 2008 IEEE) [38].

1. The source transmits a packet.
2. If the destination correctly decodes the message, it broadcasts an ACK and system returns to Step 1.

Otherwise destination broadcasts a NACK.
3. Upon receiving the NACK, the relays that successfully decoded the packet will declare their status via a

one-bit packet (RTS – Request to Send) to the destination. The RTS packet includes a pilot.
4. The destination estimates channel gains, picks the best transmitter from among successful relays and the

source, and broadcasts the index of the best node.
5. The best node will retransmit the packet. The destination combines its two received packets and decodes.

If the decoding is unsuccessful, destination is in outage.

Figure 12.3 Wireless network with M relays ( c© 2008 IEEE) [38].

case of one retransmission, which incurs modest delay and yet captures the biggest part
of the gains available through retransmissions.

The ITRS protocol uses type-I HARQ with packet combining; i.e., relays use the same
codebook as the source. Type-II HARQ, where the relays use non-identical codebooks,
has better mutual information but also increases complexity. The two methods achieve
the same DMT. In addition, the ITRS protocol includes the source in the competition
for the retransmission, thus improving the diversity as well as throughput, as seen in the
sequel.

In wireless networks, feedback often goes through a control channel. The medium
access layer for these channels can be either contention-based or slotted. In the former,
all relays contend in sending their RTS to the destination, in which case the relay address
(ID) must be attached to the RTS packet. In a time-slotted system, on the other hand, each
relay transmits an RTS in its designated mini-slot only. This avoids collisions between
relays, but some mini-slots may be unused depending on the number of available relays;
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therefore, the usage of channel resources may be inefficient. The details of the feedback
signaling design are outside the scope of this chapter.

12.5.1 Outage probability and effective rate

During the first transmission of a packet by the source, the received signals at the relays
and the destination are given by

ym = hs,m xs + zm , m = 1, . . . , M , (12.19)

yd = hs,d xs + zd . (12.20)

During a retransmission, the received signal at the destination is given by

yd = hm∗,d xm∗ + zd , (12.21)

where m∗ denotes the index of the selected relay.
During the original packet transmission, the mutual information assuming Gaussian

codebooks across the source–destination channel is

ID = log(1+ ρgs,d ) , (12.22)

where we define gi, j = |hi, j |2 to simplify the notation. If a retransmission occurs, the
combination of the two transmissions forms an equivalent channel between the source
and the destination, whose mutual information is

I ∗ITRS =
1

2
log
[
1+ ρ(gs,d + gm∗,d )

]
. (12.23)

Denote the set of all relays that have decoded the source message with �(s). Using the
law of total probability, the outage probability can be expressed as

Pout =
M+1∑
t=1

Pr

{
I ∗ITRS <

Rv

2

∣∣∣∣ ID < Rv , |�(s)| = t

}
Pr
{

ID < Rv

}
Pr
{|�(s)| = t

}

=
M+1∑

t

Pr

{
I ∗ITRS <

Rv

2

∣∣∣∣ |�(s)| = t

}
Pr
{|�(s)| = t

}
. (12.24)

where t is the number of nodes (including the source) that know the message of the source.
The outage probability in (12.24) is computed for a rate Rv = R in case of successful
source transmission and for a rate Rv = Rv/2 in case of incremental transmission due
to information repetition.

The probability that exactly t nodes (including the source) know the message is given
by [5]

Pr
{|�(s)| =t

} = ( M

t − 1

)
exp

(
− 2R − 1

Ds,mρ

)t−1

×
[

1− exp

(
− 2R − 1

Ds,mρ

)]M−t+1

. (12.25)
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Figure 12.4 Outage performance of ITRS compared with distributed space-time coding,
opportunistic relaying, and HARQ noncooperative transmission for rates of 3 and 6 bits per
channel use (bpcu).

By substituting (12.25) into (12.24) and obtaining the cumulative distribution function
(CDF) of I ∗ITRS, one can find a closed-form expression for the overall outage probability
(M ≥ 1):

Pout,ITRS =
t=M+1∑

t=1

FW (ψ)

(
M

t − 1

)
exp

(
− ψ

Ds,m

)t−1(
1− exp

(
− ψ

Ds,m

))M−t+1

(12.26)

where

FW (ψ) =
[

t
t−1∑
k=1

(
t − 1

k

)
(−1)k

k

(
1+ exp(−μ(k + 1)ψ)− 1

(k + 1)
− exp(−μψ)

)]

+ t (1− (μψ + 1) exp(−μψ)) , (12.27)

ψ = (2R − 1)/ρ, and for simplicity we let Ds,d = Dm∗,d = 1/μ . The details of the
analysis are carried out in reference [38, Appendix A]. The outage expression gives an
upper bound on the FER subject to network parameters such as the number of active
relays, the power constraint, and the target data rate.

Figure 12.4 depicts the outage probability of several relaying schemes for a network
with two relays. The benchmark for direct transmission is a HARQ scheme with two
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rounds of transmission for which the following outage expression can easily be derived:

Pout,HARQ = �(2, μψ), (12.28)

where �(.) is the incomplete gamma function. ITRS performs better than the DSTC
and opportunistic relaying schemes as seen in Figure 12.4. Note that there is almost a
perfect match between the simulation results and the analytical expressions developed
for HARQ and ITRS protocols.

We now calculate the throughput (effective rate) η for the ITRS protocol. This value
has two contributing terms corresponding to the packets that are received in one try, or
two tries, as shown below:

η = R exp

(
− 2R − 1

ρDs,d

)
+ R

2

[(
1− exp

(− 2R − 1

ρDs,d

))
(1− Pout)

]
. (12.29)

The first term in (12.29) is the average rate of the direct link and it occurs with the
associated success probability. The second term is the average rate of HARQ with relay
selection. Therefore, the rate is reduced to half, since two blocks are used to transmit the
same information. This second round of transmission is successful under the following
two conditions:

1. The first round transmission failed.
2. The second round transmission with relay selection is successful.

We note that a somewhat similar notion of expected spectral efficiency was developed
in reference [43] for a single-relay AF incremental relaying. The mapping R → η is
highly nonlinear and one may choose R to maximize the throughput η.

The ITRS protocol requires 1+ log(M+1)
M+1 [1− exp(− 2R−1

ρDs,d
)] bits of overhead per trans-

mitting node. First, the destination broadcasts one bit of ACK/NACK. With probability
1− exp(− 2R−1

ρλs,d
), the response is a NACK. The available relays and the source will

respond with one-bit (RTS). Finally, the destination will broadcast the index of the
best node using log(M + 1) bits. Asymptotically, this overhead is one bit per node per
packet.

The above overhead analysis only counts the information bits in the feedback/control
channels. It does not include the extra overhead that must be included in prac-
tice, for example a preamble. We also note that although we strive to design pro-
tocols with minimal overhead, this overhead will not affect the DMT results. In the
high SNR regime, any constant overhead will diminish with respect to the channel
capacity.

12.5.2 DMT analysis

The performance of ITRS can be described by its diversity-multiplexing tradeoff in the
the high-SNR regime. The ITRS protocol achieves the following diversity–multiplexing
tradeoff:

dITRS(r ) = (M + 2)(1− r )+, (12.30)
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where r is the multiplexing gain and (·)+ = max{· , 0}. The DMT of the ITRS dITRS(r )
is equivalent to the optimal DMT of a system with one source node and M relay
nodes [9,26]. The reader interested in the proof can refer to reference [38, Appendix B].

The DMT of the ITRS protocol with eight relays is shown in Figure 12.5. Other
DF-based protocols that are shown in Figure 12.5 are the dynamic decode-and-forward
(DDF) of Azarian et al. [9, Theorem 6], and the DSTC of Laneman–Wornell [5],
which has DMT equivalent to Bletsas et al. [11]. For fairness, we have compared our
algorithm with a slight enhancement of DSTC by allowing its source to participate in the
second phase of transmission. For the noncooperative benchmark, the DMT of HARQ
signaling is shown, where a maximum diversity order of two is possible via packet
combining [44, Corollary 3]. We see that ITRS has improved performance over previous
protocols across all r , while requiring only limited feedback.

Protocol analysis corroborates the merits of allowing the source to compete for trans-
mission in the relaying phase, which results in a higher effective rate and diversity order
M + 2 (since M + 1 nodes act as a distributed antenna array in the second phase).

Note that in the case where the destination node is limited to a type-I HARQ without
diversity combining, the ITRS protocol still works, and achieves a slightly diminished
maximum diversity order of M + 1. Thus, ITRS can also be used in networks with very
simple nodes without packet combining capabilities, e.g., wireless sensor networks.

When the SNR is low, retransmissions are frequent. If, furthermore, relays are not
abundant, the source may be called upon to retransmit frequently, which is a strain on
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its power resources. Under these conditions, one may use a variation of ITRS, where the
source will retransmit only if all relays have failed to decode. This results in a slightly
diminished maximal diversity of M + 1, while extending the lifetime of the network.

12.6 Summary

In this chapter, we have presented the relay selection problem in cooperative networks
and discussed its key features. We have compared relay selection and other possible
signaling protocols in cooperative networks with multiple relays. We have explained the
key differences in terms of performance and complexity. We have then provided a brief
review of relay selection protocols in the literature and highlighted the factors used for
the selection process. More technical details about these protocols appear in the cited
references. We then discussed in detail a spectrally efficient relay selection scheme, the
ITRS, that achieves excellent reliability. ITRS is a relay selection protocol that uses
limited feedback for both relay selection and HARQ. In addition, the retransmission
is limited to one round, which makes it suitable for delay sensitive applications. The
analysis shows that ITRS achieves excellent throughput and diversity with minimal
overhead.

We believe that the relay selection problem will continue to draw attention in the
upcoming years. The presence of multiple relays to assist the communications between
a source and a destination is a scenario under study in emerging broadband networks [45,
46]. The challenge, however, is to assign each task in the relay selection protocol to the
relevant layers of the communication protocol stack and to avoid large modifications
to the transmission frame ensuring backward compatibility. Some recent efforts in
overcoming this challenge appear in the following works [47, 48].
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13 Fundamental performance limits in
wideband relay architectures
Özgür Oyman

13.1 Introduction

The design of large-scale distributed wireless networks (e.g., mesh and ad-hoc networks,
relay networks) poses a set of new challenges to information theory, communication the-
ory, and network theory. Such networks are characterized by the large size of the network
both in terms of the number of nodes (i.e., dense) and in terms of the geographical area
the network covers. Each terminal can be severely constrained by its computational
and transmission/receiving power. It is therefore important to understand how to utilize
efficiently the physical infrastructure and system resources (power, bandwidth, etc.).
Moreover, delay and complexity constraints along with diversity-limited channel behav-
ior may require transmissions under insufficient levels of coding protection causing link
outages. These constraints require an understanding of the performance limits of such
networks and associated implications on network architectures jointly in terms of power
and bandwidth efficiency and link reliability, especially when designing key operational
elements essential in these systems, such as multihop routing and relay processing
algorithms, bandwidth allocation policies, and relay deployment models.

Generally speaking, characterizing the fundamental limits of communication over
large-scale distributed wireless networks is a difficult problem, owing to the highly
complex nature of the information exchange among multiple terminals. Even the capacity
of the classical relay channel is not solved yet. One simplification in this regard is to
characterize the scaling laws, where the goal is to investigate how a certain performance
measure (throughput, energy, delay, etc.) scales as the number of nodes in the network
grows asymptotically large.

In that vein, this chapter applies tools from information theory to evaluate the end-
to-end scaling performance limits of various relaying and multihop routing algorithms
and architectures in large-scale distributed wireless networks focusing on the tradeoff
between energy efficiency and spectral efficiency; this is also known as the power–
bandwidth tradeoff. In particular, our main interest is in the power-limited wideband
communication regime, in which transmitter power is much more costly than bandwidth
and the optimization of energy efficiency dictates system design. Since bandwidth is in
abundance, communication in this regime is characterized by low signal-to-noise ratios
(SNRs), very low-signal power spectral densities (PSDs), and negligible interference
power.
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The power-limited wideband regime serves a practically relevant mode of operation
for the analysis of large-scale distributed wireless networks. Some relevant examples in
this context are ultrawideband (UWB) mesh networks and wireless ad-hoc and sensor
networks, which maintain connectivity through decentralized communication among
self-configurable devices with possibly small size, low-cost and limited power capa-
bilities. Distributed signal processing through multiple relays along multiple-antenna
techniques can help simultaneously to improve energy and spectral efficiencies of these
systems.

The goal of this chapter is to review some recent theoretical studies toward the
power–bandwidth characterization of various relaying and multihop routing algorithms
and architectures in large-scale distributed wireless networks, with special focus on the
power-limited wideband regime, considering two kinds of relay network architecture: (i)
serial relay network architecture, also referred to as the linear multihop network, where
a given source–destination pair of terminals communicate over N hops through N − 1
intermediate relay terminals through multihop routing techniques, and (ii) parallel relay
network architecture, where a set of L multi-antenna source–destination pair terminals
communicate over two hops such that over the first hop, K multi-antenna relay termi-
nals listen to transmissions from the source terminals, and over the second hop, these
relay terminals cooperatively forward the messages to the corresponding destination
terminals.

We can motivate our theoretical perspective based on the power–bandwidth tradeoff
analysis by a simple comparative example as illustrated in Figure 13.1 for the parallel
relay network architecture (we can construct a similar example for the serial network
architecture as well). Here, we have a source terminal wanting to communicate with a
destination terminal over a wireless network and a fixed total power of P is allocated by
the network to support this communication. Let us also suppose that the communication
must take place over the total available bandwidth B and that we have two options
available: (i) Direct: The source sends directly to the destination and uses all the power
P in the process, (ii) Distributed relaying: The communication is assisted by two relays
such that the source and two relay terminals have transmit power P/3 and the source
message is routed over the two relays before reaching the destination. The basic question,
as illustrated by the conceptual plot in Figure 13.2 is whether distributed relaying results
in more efficient usage of power and bandwidth resources of the network (for fixed target
data rate).

To further describe our approach based on the power–bandwidth tradeoff formu-
lation, we recall Shannon’s famous capacity theorem which serves as a key starting
point in our analysis. This theorem suggests that there exists a tradeoff between power,
bandwidth, and coding complexity in achieving a certain target data rate R. To illus-
trate this tradeoff, let us consider a simple example; the additive white Gaussian noise
(AWGN) channel. Any achievable data rate R over the AWGN channel is upper bounded
by

R < B log2

(
1+ P

N0 B

)
, (13.1)
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Figure 13.1 Power–bandwidth tradeoff comparison between distributed relaying and direct
transmissions.

as a function of the signal power P , channel bandwidth B, and single-sided noise power
spectral density N0. Two measures determine the level of how efficiently the power
and bandwidth resources of the system are utilized: (i) Energy efficiency, quantified
by the energy per information bit Eb = P/R (in Joules), and (ii) Spectral efficiency,
quantified by C = R/B (in bits per second per Hertz (b/s/Hz)). Re-expressing the terms
in (13.1) based on these definitions, we find that the achievable set of energy and spectral
efficiencies needs to satisfy the condition

Eb

N0
>

2C − 1

C
.

We plot this relationship in Figure 13.3. First, we note that there exists a tradeoff
between the efficiency measures Eb/N0 and C known as the power–bandwidth tradeoff
in achieving a given target data rate. All points above the power–bandwidth tradeoff
curve are feasible with a certain amount of coding complexity. On the other hand,
in the region below the curve, reliable communication is not possible. We observe that
Eb/N0 = ln 2 ≈ −1.6 dB is the minimum required level of energy efficiency for reliable
communication. When C � 1, the system operates in the power-limited regime; i.e., the
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bandwidth is large and the main concern is the limitation on power. Similarly, the case
of C � 1 corresponds to the bandwidth-limited regime.

The analytical tools to study the power–bandwidth tradeoff in the power-limited regime
have been previously developed in the context of point-to-point single-user communica-
tions [1,2], and were extended to multi-user (point-to-multipoint and multipoint-to-point)
settings [3–5] and relay-assisted single-user and multi-user settings [6–8]. Similarly,
in the bandwidth-limited regime, the necessary tools to perform the power–bandwidth
tradeoff analysis were developed by reference [3] in the context of code-division multiple
access (CDMA) systems and were later used by references [9] and [10] to characterize
fundamental limits in multi-antenna channels [11–17] over point-to-point and broad-
cast communication, respectively. On the other hand, most of the previous work in the
literature addressing the fundamental limits over large ad-hoc wireless networks has
focused only on either the energy efficiency performance [18] or the spectral efficiency
performance [19–23]. Observing this gap, some recent works on linear multihop net-
works [24–26] and dense multi-antenna relay networks [27–30] have presented analysis
on the power–bandwidth tradeoffs of various relaying and multihop routing algorithms
and architectures in the distributed ad-hoc network setting. We will review the results
from these recent works in Sections 13.2 and 13.3.

Particularly, Section 13.2 will address power–bandwidth tradeoffs for multihop rout-
ing and spatial reuse over a serial relay network architecture. The goal of this analysis
is to establish which practical routing schemes for wireless networks are most suitable
for wideband systems in the power-limited regime, under the assumption that transmis-
sions employ orthogonal frequency-division multiplexing (OFDM) modulation and are
affected by quasi-static, frequency selective fading. Considering open-loop (fixed-rate)
and closed-loop (rate-adaptive) multihop relaying techniques, we characterize the impact
of routing with spatial reuse on the statistical properties of the end-to-end conditional
mutual information (conditioned on the specific values of the channel-fading parameters
and therefore treated as a random variable [31]) and on the energy and spectral efficiency
measures of the wideband regime (computed from the conditional mutual information).
Our analysis particularly deals with the convergence of these end-to-end performance
measures in the case of large numbers of hops, i.e., the phenomenon first observed in
reference [25] and named as “multihop diversity.” We present analytical and empirical
results to demonstrate the realizability of the multihop diversity advantages in the cases
of fixed-rate and rate-adaptive routing with spatial reuse for wideband OFDM systems
under wireless channel effects such as path loss and quasi-static frequency selective
multipath fading.

Following this discussion, Section 13.3 will present a power–bandwidth tradeoff ana-
lysis for relay cooperation and distributed beamforming over a parallel relay network
architecture. Here, we consider a dense fading multiuser network with multiple active
multi-antenna source–destination pair terminals communicating simultaneously through
a large common set of K multi-antenna relay terminals in the full spatial multiplexing
mode. We use Shannon-theoretic tools to analyze the tradeoff between energy efficiency
and spectral efficiency (known as the power–bandwidth tradeoff) in meaningful asymp-
totic regimes of SNR and network size. We design linear distributed multi-antenna relay
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Figure 13.4 Linear multihop network model for the serial relay network architecture. ( c© 2008
IEEE [26])

beamforming (LDMRB) schemes that exploit the spatial signature of multi-user inter-
ference and characterize their power–bandwidth tradeoff under a system-wide power
constraint on source and relay transmissions. The impact of multiple users, multiple
relays, and multiple antennas on the key performance measures of the high and low SNR
regimes is investigated in order to shed new light on the possible reduction in power
and bandwidth requirements through the usage of such practical relay cooperation tech-
niques. Our results indicate that point-to-point coded multi-user networks supported by
distributed relay beamforming techniques yield enhanced energy efficiency and spectral
efficiency, and with appropriate signaling and sufficient antenna degrees of freedom, can
achieve asymptotically optimal power–bandwidth tradeoff with the best possible (i.e., as
in the cutset bound) energy scaling of K−1 and the best possible spectral efficiency slope
at any SNR for large number of relay terminals. Furthermore, our results help to identify
the role of interference cancellation capability at the relay terminals in realizing the
optimal power–bandwidth tradeoff; and show how relaying schemes that do not attempt
to mitigate multi-user interference, despite their optimal capacity scaling performance,
could yield a poor power–bandwidth tradeoff.

13.2 Power–bandwidth tradeoff in serial relay architectures

13.2.1 Network model and definitions

13.2.1.1 General assumptions
We model a linear multihop network (serial relay network architecture) as a network in
which a pair of source and destination terminals communicate with each other by routing
their data through multiple intermediate relay terminals, as depicted in Figure 13.4. If the
linear multihop network consists of N + 1 terminals; the source terminal is identified as
T1, the destination terminal is identified as TN+1, and the intermediate relay terminals are
identified as T2-TN , where N is the number of hops along the transmission path. Because
terminals cannot transmit and receive at the same time in the same frequency band,
we only focus on time-division-based (half duplex) relaying, which orthogonalizes the
use of the time and frequency resources between the transmitter and receiver of a given
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Figure 13.5 Linear multihop network model with spatial reuse and time-sharing for N = 4,
� = 2, and � = 2. ( c© 2008 IEEE [26])

radio. Moreover, we consider full decoding of the entire codeword at the intermediate
relay terminals, which is also called regeneration or decode-and-forward in various
contexts. In particular, for any given message to be conveyed from T1 to TN+1, we
consider a simple N -hop decode-and-forward multihop routing protocol, in which, at
hop n, relay terminal Tn+1, n = 1, . . . , N − 1, attempts to fully decode the intended
message based on its observation of the transmissions of terminal Tn and forwards its
re-encoded version over hop n + 1 to terminal Tn+1. We consider multihop relaying
protocols with no interference across different hops, as well as those with spatial reuse,
for which we allow a certain number of terminals over the linear network to transmit
simultaneously over the same time slot and frequency band.

To facilitate parallel transmission of several packets through the linear multihop
network, the available bandwidth is reused between transmitters, with a minimum sep-
aration of � terminals between simultaneously transmitting terminals (2 ≤ � ≤ N );
such that N is divisible by � and � = N/� simultaneous transmissions are allowed
at any time. Such spatial reuse schemes enable multiple nodes to transmit leading to
more efficient use of bandwidth, but introducing intra-route interference. An example
time-division based multihop routing protocol with spatial reuse and time-sharing is
depicted in Figure 13.5 for N = 4, � = 2, and � = 2. For the case of no spatial reuse,
we have � = N and � = 1. In decoding the message, terminals regard all interference
signals not originating from the preceding node as noise, i.e., the receiver at terminal
Tn+1 treats all received signal components other than that from terminal Tn as noise.

13.2.1.2 Channel and signal model
We consider the wideband channel over each hop to exhibit quasi-static frequency
selective fading with AWGN over the bandwidth of interest, and assume perfectly
synchronized transmission/reception between the terminals. Using OFDM modulation
turns the frequency selective fading channel into a set of W parallel frequency-flat fading
channels rendering multi-channel equalization particularly simple since for each OFDM
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tone a narrowband receiver can be employed. We assume that the length of the cyclic
prefix (CP) in the OFDM system is greater than the length of the discrete-time baseband
channel impulse response. This assumption guarantees that the frequency selective
fading channel decouples into a set of parallel frequency flat fading channels. Our
channel model accommodates multihop routing protocols with spatial reuse as well as
those without spatial reuse. At hop n and tone w, the discrete-time memoryless complex
baseband input–output channel relation is given by (n = 1, . . . , N and w = 1, . . . , W )

yn,w =
(

1

dn

)p/2

Hn,w sn,w +
∑
l∈Ln

(
1

fn,l

)p/2

Gn,l,w in,l,w + zn,w,

where yn,w ∈ C is the received signal at terminal Tn+1, sn,w ∈ C is the temporally
independently identically distributed (i.i.d.) zero-mean circularly symmetric complex
Gaussian scalar transmit signal from Tn satisfying the average transmit power constraint
E
[|sn,w|2

] = Ps , in,l,w ∈ C is the temporally i.i.d. zero-mean circularly symmetric com-
plex Gaussian scalar transmit signal from intra-route interference source l satisfying the
average transmit power constraint E

[|in,l,w|2
] = Pi , zn,w ∈ C is the temporally white

zero-mean circularly symmetric complex Gaussian noise signal at Tn+1, independent
across n and w and independent from the input signals {sn,w} and {in,l,w}, with single-
sided noise spectral density N0, dn is the inter-terminal distance between terminals Tn

and Tn+1, fn,l is the inter-terminal distance between interference source l and terminal
Tn+1, set Ln contains the indices of the subset of terminals T1-TN+1 over the linear mul-
tihop network contributing to the intra-route interference seen during the reception of
terminal Tn+1 and p is the path-loss exponent (p ≥ 2). All of the discrete-time channels
are assumed to be frequency selective with V delay taps indexed by v = 0, . . . , V − 1,
under a certain power delay profile (PDP) such that their frequency responses sampled
at tones w = 1, . . . , W are

Hn,w =
V−1∑
v=0

hn,ve− j2πvw/W , Gn,l,w =
V−1∑
v=0

gn,l,ve− j2πvw/W ,

for the signal and interference components, respectively, where hn,v ∈ C and gn,l,v ∈ C

are random variables of arbitrary continuous distributions representing the signal and
interference channel gains at receiving terminalTn+1, due to fading (including shadowing
and microscopic fading effects) over the wireless links. We assume that the linear
multihop network has a one-dimensional geometry such that the source terminal T1 and
destination terminal TN+1 are separated by a distance D and all intermediate terminals
T2-TN (in that order) are equidistantly positioned on the line between T1 and TN+1, i.e.,
the inter-terminal distance dn is chosen as dn = D/N .

The channel fading statistics over the linear multihop network (modeled by random
variables {hn,v} and {gn,l,v}) are assumed to be based on i.i.d. realizations across different
hops and taps (across n and v). Furthermore, our channel model concentrates on the
quasi-static regime, in which, once drawn, the channel variables {hn,v} and {gn,l,v} remain
fixed for the entire duration of the respective hop transmissions, i.e., each codeword spans
a single fading state, and that the channel coherence time is much larger than the coding
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block length, i.e., slow fading assumption. Although we assume that each receiving
terminal Tn+1 accurately estimates and tracks its channel and therefore possesses the
perfect knowledge of the signal channel states {hn,v}V−1

v=0 and aggregate interference
powers due to sources in Ln , we consider two separate cases regarding the availability
of channel state information (CSI) at the transmitters:

Fixed-rate transmissions No terminal possesses transmit CSI which necessitates a
fixed-rate transmission strategy for all terminals, where the rate is chosen to meet
a certain level of reliability with a certain probability,

Rate-adaptive transmissions Each transmitting terminal Tn, n = 1, . . . , N possesses
the knowledge of the channel states {hn,v}V−1

v=0 and aggregate interference powers
due to sources in Ln , and this allows for adaptively choosing the transmission
rate over hop n in a way that guarantees reliable communication provided that the
coding blocklength is arbitrarily large.

It should be emphasized that we only assume the presence of local CSI at the terminals
so that each terminal knows perfectly the receive (and possibly transmit) CSI regarding
only its neighboring links, and our work does not assume the presence of global CSI at
the terminals. In general, due to slow fading, each terminal in the linear multihop network
may be able to obtain full CSI for its neighboring links through feedback mechanisms.

13.2.1.3 Coding framework
To model block-coded communication over the linear multihop network with �

reuse phases, indexed by k = 1, . . . , �, and � = N/� simultaneous transmis-
sions at each reuse phase, indexed by m = 1, . . . ,�, as depicted in Figure 13.5,
a ({{Mk,m}�k=1}�m=1, {Qk}�k=1, Q) multihop code CQ is defined by a codebook of∑�

m=1

∑�
k=1 Mk,m codewords such that Mk,m is the number of messages (i.e., num-

ber of codewords) for transmission m over reuse phase k at hop n = (m − 1)�+ k,
Qk is the coding blocklength over reuse phase k, Rk,m = (1/Qk) ln(Mk,m) is the rate
of communication for transmission m over reuse phase k (in nats per channel use)
at hop n = (m − 1)�+ k, and Q = �

∑�
k=1 Qk is the fixed total number of chan-

nel uses over the multihop link, representing a delay-constraint in the end-to-end
sense, i.e., the N -hop routing protocol to convey each message from T1 to TN+1

takes place over the total duration of Q symbol periods. Let Sm,Qk be the set of all
sequences of length Qk that can be transmitted on the channel over reuse phase k dur-
ing transmission m at hop n = (m − 1)�+ k and Ym,Qk be the set of all sequences
of length Qk that can be received. The codebook for multihop transmissions is deter-
mined by the encoding functions φk,m, k = 1, . . . , �, m = 1, . . . ,�, that map each
message wk,m ∈Wk,m = {1, . . . , Mk,m} over transmission m and reuse phase k at
hop n = (m − 1)�+ k to a transmit codeword sk,m ∈ C

W×Qk , where sk,m,w[q] ∈ S1

is the transmitted symbol over transmission m, reuse phase k, and tone w during
channel use q, q = 1, . . . , Qk . Each receiving terminal employs a decoding function
ψk,m , k = 1, . . . , �, m = 1, . . . , � to perform the mapping C

W×Qk → ŵk,m ∈Wk,m

based on its observed signal yk,m ∈ C
W×Qk , where yk,m,w[q] ∈ Y1 is the received

symbol over transmission m, reuse phase k, and tone w during channel use q over
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hop n = (m − 1)�+ k. The codeword error probability for transmission m over the
kth reuse phase at hop n = (m − 1)�+ k is given by εk,m = P(ψk,m(yk,m) �= wk,m).
An N = ��-tuple of multihop rates {{Rk,m}�k=1}�m=1 is achievable if there exists a
sequence of ({{Mk,m}�k=1}�m=1, {Qk}�k=1, Q) multihop codes {CQ : Q = 1, 2, . . .} with
Q = �

∑�
k=1 Qk , Qk > 0,∀k, and vanishing εk,m, ∀k, m.

13.2.1.4 Power–bandwidth tradeoff measures
This section describes our methodology for evaluating power–bandwidth tradeoff over
the linear multihop network and accordingly introduces the key measures of energy and
spectral efficiency to be used in our performance characterization. We assume that the
linear multihop network is supplied with finite total average transmit power P (in watts
(W)) over unconstrained bandwidth B (in hertz (Hz)). The available transmit power is
shared equally among � = N/� simultaneous transmissions and W OFDM tones of
equal bandwidth B/W , leading to Ps = P/(� W ) and Pi = P/(� W ). If the transmitted
codewords over the linear multihop network are chosen to achieve the desired end-to-
end data rate per unit bandwidth (target spectral efficiency) R, reliable communication
requires that R ≤ I (Eb/N0) as Qk →∞, ∀k, where I denotes the conditional mutual
information (in bps/Hz) which is a random variable under quasi-static fading, and Eb/N0

is the energy per information bit normalized by the background noise spectral level,
expressed as Eb/N0 = SNR/I (SNR) for SNR = P/(N0 B) and I denoting the condi-
tional mutual information as a function of SNR.1 The power–bandwidth tradeoff in this
context is between the efficiency measures Eb/N0 and I in achieving a given target data
rate. Particular emphasis throughout our analysis is placed on this wideband regime, i.e.,
regions of low Eb/N0. Defining (Eb/N0)min as the minimum systemwide Eb/N0 required
to convey any positive rate reliably, we have (Eb/N0)min = minSNR SNR/I (SNR). In
most scenarios, Eb/N0 is minimized in the wideband regime when SNR is low and I is
near zero. We consider the first-order behavior of I as a function of Eb/N0 when I → 0
by analyzing the affine function (in decibels)2,3

10 log10
Eb

N0
(I) =a.s. 10 log10

Eb

N0 min
+ I

S0
10 log10 2+ o(I),

where S0 denotes the “wideband” slope of mutual information in bps/Hz/(3 dB) at the
point (Eb/N0)min,

S0 =a.s lim
Eb
N0
↓ Eb

N0 min

I( Eb
N0

)

10 log10
Eb
N0
− 10 log10

Eb
N0 min

10 log10 2.

It can be shown that [1]

Eb

N0 min
=a.s lim

SNR→0

ln 2

İ (SNR)
, (13.2)

1 The use of I and I avoids assigning the same symbol to conditional mutual information functions of SNR
and Eb/N0.

2 u(x) = o(v(x)), x → L stands for limx→L (u(x)/v(x)) = 0.
3 =a.s. denotes statistical equality with probability 1.
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and

S0 =a.s lim
SNR→0

2
[
İ (SNR)

]2
− Ï (SNR)

, (13.3)

where İ and Ï denote the first and second order derivatives of I (SNR) (evaluated in
nats/s/Hz) with respect to SNR.

13.2.2 Power–bandwidth tradeoff characterization

We begin this section by characterizing the end-to-end mutual information over the
linear multihop network considering the use of point-to-point capacity achieving codes
over each hop. For the mutual information analysis, we do not impose any delay con-
straints on the multihop system and allow each coded transmission to have an arbitrarily
large blocklength (i.e. assume large {Qk}), although we will be concerned with the
relative sizes of blocklengths over multiple hops. It is assumed that the nodes share a
band of radio frequencies allowing for a signaling rate of B complex-valued symbols
per second. For any given spatial reuse separation �, the time-division based multi-
hop routing protocol is specified by the time-sharing constants {λk}�k=1,

∑�
k=1 λk = 1,

where λk ∈ [0, 1] is defined as the fractional time during which reuse phase k is active
(k = 1, . . . , �), with simultaneous transmission and reception over the corresponding
� = N/� hops. For any given reuse phase k, the set of hops performing simultaneous
transmissions is indexed by m = 1, . . . , �. If the transmitted codewords over reuse phase
k are chosen based on a common data rate per unit bandwidth (spectral efficiency) of
R̃k , reliable communication requires that the condition R̃k ≤ minm Ik,m(SNR) is met for
all k, where Ik,m denotes the mutual information over transmission m during reuse phase
k; such that the hop index is n = (m − 1)�+ k. The end-to-end conditional (instan-
taneous) mutual information I of the linear multihop network can be expressed in the
form [24, 25]

I (SNR) = max∑�

k=1
λk=1

min
k

{
λk min

m
Ik,m(SNR)

}
, (13.4)

where Ik,m(SNR) is the conditional mutual information given (in nats/s/Hz) by [14]

Ik,m(SNR) = 1

W

W∑
w=1

ln
(
1+ SINR(m−1)�+k,w(SNR)

)
, (13.5)

as a function of the received signal-to-interference-and-noise ratio (SINR), which is
given at terminal Tn+1 and tone w by

SINRn,w(SNR) = N p−1 � |Hn,w|2 SNR
D p

(1+ ζn,w(SNR))−1 ,

where ζn,w(SNR) is the aggregate intra-route interference power scaled down by noise
power that satisfies limSNR→0 ζn,w(SNR) = 0.
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13.2.2.1 Fixed-rate multihop relaying
A suboptimal strategy that yields a lower bound to the conditional mutual information
in (13.4) is equal time-sharing (λk = 1/�) and fixed-rate (open-loop) transmission over
all hops, i.e., the rate over reuse phase k and transmission m equals Rk,m = R, ∀k, m
for some fixed value of R. This strategy is applicable in the absence of rate adaptation
mechanisms if CSI is not available at the transmitters. In this setting, the end-to-end
conditional mutual information can be expressed as

I (SNR) = 1

� W
min
k,m

W∑
w=1

ln
(
1+ SINR(m−1)�+k,w(SNR)

)

= 1

� W
min

n

W∑
w=1

ln (1+ SINRn,w(SNR)) . (13.6)

Theorem 13.1 In the wideband regime, for time-division-based linear multihop net-
works employing the fixed-rate decode-and-forward relaying protocol (equal time-
sharing), the power–bandwidth tradeoff can be characterized as a function of the
channel-fading parameters through the following relationships:

Eb

N0 min
=a.s.

ln 2

minn (1/W )
∑W

w=1 |Hn,w|2
(

D p

N p−1 �

)
,

and

S0 =a.s.
2

�
.

In the limit of large N, (Eb/N0)min converges in distribution as follows:4

Eb

N0 min
−→d ln 2

aN �+ bN

(
D p

N p−1 �

)
,

where aN > 0, bN are sequences of constants and � follows one of the three families of
extreme-value distributions μ:

(i) Type I, μ(x) = 1− exp (− exp(x)) , −∞ < x <∞,

(ii) Type II, μ(x) = 1− exp
(−(−x)−γ

)
, γ > 0 if x < 0 and μ(x) = 1 otherwise,

(iii) Type III, μ(x) = 1− exp (−xγ ) , γ > 0 if x ≥ 0 and μ(x) = 0 otherwise.

Proof. We begin by applying (13.2)–(13.3) to (13.6), which yields the nonasymptotic
results of the theorem. Denoting βN = minn=1,...,N (1/W )

∑W
w=1 |Hn,w|2, if there exist

sequences of constants aN > 0, bN , and some nondegenerate distribution function μ

such that (βN − bN )/aN converges in distribution to μ as N →∞, i.e.,

P

(
βN − bN

aN
≤ x

)
−→ μ(x) as N →∞,

4 −→d denotes convergence in distribution.
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then μ belongs to one of the three families of extreme-value distributions above
[32]. The exact asymptotic limiting distribution is determined by the distribution
of (1/W )

∑W
w=1 |Hn,w|2, and to which one of the three domains of attraction it

belongs. Consequently, we have βN −→d aN �+ bN , which completes the proof of the
theorem. �

In the presence of nonergodic, or even ergodic but slow fading channel variations, one
approach toward the information-theoretic characterization of the end-to-end perfor-
mance under fixed-rate transmissions (in the absence of transmit CSI at all terminals)
involves the consideration of outage probability [31]. We define the end-to-end outage in
a linear multihop network as the event that the conditional mutual information based on
the instantaneous channel fading parameters {hn,v} and {gn,l,v} cannot support the con-
sidered data rate. Expressed mathematically, the end-to-end outage probability is given in
terms of end-to-end conditional mutual information I (SNR) as Pout = P (I (SNR) < R),
where R is the desired end-to-end data rate per unit bandwidth (spectral efficiency).
Following the results of Theorem 13.1, a similar outage characterization is applicable
to the power–bandwidth tradeoff in the wideband regime; in particular, we can write
(Eb/N0)min as

Eb

N0 min,out
= ln 2

aN μ−1(Pout)+ bN

(
D p

N p−1 �

)
.

13.2.2.2 Rate-adaptive multihop relaying
The conditional mutual information in (13.4) is achievable by the linear multihop net-
work under optimal time-sharing and rate adaptation to instantaneous fading variations.
Because the transmission rate of each codeword over each hop is chosen so that reliable
decoding is always possible (the rate is changed on a codeword by codeword basis to
adapt to the instantaneous rate which depends on the channel fading conditions), the sys-
tem is never in outage under this closed-loop strategy (assuming infinite blocklengths).
Although outage may be irrelevant on a per-hop basis (full reliability given infinite
blocklengths), investigating the statistical properties of end-to-end mutual information
over the linear multihop network still yields beneficial insights in applications sensitive
to certain quality of service (QoS) constraints (e.g., throughput, reliability, delay or
energy constraints). Applying Lemma 1 in reference [25], the end-to-end conditional
mutual information under the rate-adaptive multihop relaying strategy becomes

I (SNR) =
(

�∑
k=1

1

minm Ik,m(SNR)

)−1

, (13.7)

where Ik,m(SNR) was given earlier in (13.5).

Theorem 13.2 In the wideband regime, for time-division-based linear multihop net-
works employing the rate-adaptive decode-and-forward relaying protocol (optimal
time-sharing), the power–bandwidth tradeoff can be characterized as a function of
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the channel-fading parameters through the following relationships:5

Eb

N0 min
=w.p.1

(
D p

N p−1 �

) �∑
k=1

ln 2

minm(1/W )
∑W

w=1 |H(m−1)�+k,w|2
,

and

S0 =w.p.1
2

�
.

In the limit of large N and for fixed � = N/�, (Eb/N0)min converges almost surely
(with probability 1) to the deterministic quantity

Eb

N0 min
−→w.p.1 ln 2

(
D p

N p−1

)
χ + o

(
1

N p−1

)
.

where the constant χ is given by

χ = E

[
1

minm=1,...,�(1/W )
∑W

w=1 |Hm,w|2

]
.

13.2.2.3 Remarks on Theorems 13.1 and 13.2
Theorems 13.1 and 13.2 suggest that the channel dependence of the power–bandwidth
tradeoff is reflected by the randomness of (Eb/N0)min for both fixed-rate and rate-adaptive
multihop relaying schemes in the presence of spatial reuse and frequency selectivity. We
observe under rate-adaptive relaying in the wideband regime that, as the number of hops
tends to infinity, (Eb/N0)min converges almost surely to a deterministic quantity inde-
pendent of the fading channel realizations. Similarly, for fixed-rate relaying, we observe
a weaker convergence (in distribution) for (Eb/N0)min in the case of an asymptotically
large number of hops. This averaging effect achieved by fixed-rate and rate-adaptive
relaying schemes can be interpreted as multihop diversity, a phenomenon first observed
in reference [25] for routing with no spatial reuse in frequency-flat fading channels, and
now shown to be also realizable with spatial reuse and frequency selectivity. Although
fixed-rate relaying for asymptotically large N improves the outage performance, this
framework does not yield the fast averaging effect that leads to the strong convergence
of (Eb/N0)min, that is observed under rate-adaptive relaying. However, the variability
of (Eb/N0)min still reduces under fixed-rate relaying leading to weak convergence; i.e.,
as the number of hops grows, the min operation on the channel powers reduces both
the mean and variance of the end-to-end mutual information while the loss in the mean
is more than compensated by the reduction in path loss as per-hop distances become
shorter.

We note that in both fixed-rate and rate-adaptive multihop relaying, the enhancement
in energy efficiency and end-to-end link reliability comes at a cost in terms of loss in
spectral efficiency, as reflected through the wideband slope S0, which decreases inversely
proportionally with spatial reuse separation � (recall that 2 ≤ � ≤ N ). However, it
should be emphasized that in comparison with no spatial reuse, the wideband slope

5 −→w.p.1 denotes convergence with probability 1 (also known as almost sure convergence) [33].
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Figure 13.6 Cumulative distribution function (CDF) of end-to-end mutual information for
fixed-rate and rate-adaptive multihop relaying schemes for various values of N and � in
frequency flat and frequency selective channels. ( c© 2008 IEEE [26])

improves significantly; justifying the spectral efficiency advantages of multihop routing
techniques with spatial reuse in the wideband regime, especially in light of the earlier
result in reference [25] suggesting that S0 = 2/N in quasi-static fading linear multihop
networks with no spatial reuse.

For the following numerical study, we consider multihop routing over a frequency
selective channel with V = 2, W = 4 as well as a frequency-flat channel with V =
W = 1. For each channel tap, the fading realization has a complex Gaussian (Ricean)
distribution with mean 1/

√
2 and variance 1/2, under an equal-power PDP. The path-

loss exponent is assumed to be p = 4, and the average received SNR between the
terminals T1 and TN+1 is normalized to 0 dB. We plot in Figure 13.6 the cumulative
distribution function (CDF) of the end-to-end mutual information for both fixed-rate
and rate-adaptive multihop relaying schemes with varying number of hops N = 1, 8 in
cases of frequency-flat fading and frequency selective fading; also considering spatial
reuse separation values of � = 4, 8 when N = 8. As predicted by our analysis, routing
with spatial reuse combined with rate-adaptive relaying provides significant advantages
in terms of spectral efficiency performance. With increasing number of hops, for both
frequency flat and frequency selective channels, we observe that the CDF of mutual
information sharpens around the mean, yielding significant enhancements particularly
at low outage probabilities over single-hop communication due to multihop diversity
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gains. In other words, our results show that multihop diversity gains remain viable
under frequency selective fading; and may be combined with the inherent frequency
diversity available in each link, to realize a higher overall diversity advantage. Finally,
consistent with our analysis, the numerical results show that the rate of end-to-end link
stabilization with multihopping is much faster with rate-adaptive relaying than with
fixed-rate relaying.

13.2.3 Section summary

Considering a serial relay network architecture based on the linear multihop network
model, this section presented analytical and empirical results to show the realizability
of the multihop diversity advantages in the cases of fixed-rate and rate-adaptive routing
with spatial reuse for wideband OFDM systems under wireless channel effects such
as path-loss and quasi-static frequency selective multipath fading. These contributions
demonstrate the applicability of the multihop diversity phenomenon for general channel
models and routing protocols beyond what was reported earlier in reference [25] and
show that this phenomenon can be exploited in designing multihop routing protocols to
enhance simultaneously the end-to-end link reliability, energy efficiency, and spectral
efficiency of OFDM-based wideband mesh networks.

13.3 Power–bandwidth tradeoff in parallel relay architectures

13.3.1 Network model and definitions

13.3.1.1 General assumptions
We assume that the parallel relay architecture is a multiuser multi-antenna relay network
(MRN) consisting of K + 2L terminals, with L active source–destination pairs and K
relay terminals located randomly and independently in a domain of fixed area. We denote
the lth source terminal by Sl , the lth destination terminal by Dl , where l = 1, . . . , L ,
and the kth relay terminal by Rk, k = 1, 2, . . . , K . The source and destination terminals
{Sl} and {Dl} are equipped with Ms antennas each, while each of the relay terminals
Rk employs Mr transmit/receive antennas. We assume that there is a “dead zone” of
non-zero radius around {Sl} and {Dl} [20], which is free of relay terminals and that no
direct link exists between the source–destination pairs. The source terminal Sl is only
interested in sending data to the destination terminal Dl by employing point-to-point
coding techniques (without any cooperation across source–destination pairs) and the
communication of all L source–destination pairs is supported through the same set of
K relay terminals. As terminals can often not transmit and receive at the same time, we
consider time-division-based (half duplex) relaying schemes for which transmissions
take place in two hops over two separate time slots. In the first time slot, the relay
terminals receive the signals transmitted from the source terminals. After processing the
received signals, the relay terminals simultaneously transmit their data to the destination
terminals during the second time slot.
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13.3.1.2 Channel and signal model
We assume frequency-flat fading over the bandwidth of interest and perfectly syn-
chronized transmission/reception between the terminals. In case of frequency selective
fading (as was considered in Section 13.2 for the serial relay network architecture), the
channel can be decomposed into parallel noninteracting subchannels each experiencing
frequency-flat fading and having the same Shannon capacity as the overall channel.
The channel model is depicted in Figure 13.7. The discrete-time complex baseband
input–output relation for the Sl → Rk link over the first time-slot is given by6

rk =
L∑

l=1

√
Ek,l Hk,lsl + nk, k = 1, 2, . . . , K ,

where rk ∈ C
Mr is the received vector signal at Rk , Ek,l ∈ R is the scalar energy normal-

ization factor to account for path loss and shadowing in theSl → Rk link, Hk,l ∈ C
Mr×Ms

is the corresponding channel matrix independent across source and relay terminals (i.e.,
independent across k and l) and consisting of i.i.d. CN (0, 1) entries, sl ∈ C

Ms is the

6 A→ B signifies communication from terminal A to terminal B.
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spatio-temporally i.i.d. (i.e., assuming full spatial multiplexing [34] for all multiantenna
transmissions; which implies that Ms independent spatial streams are sent simultaneously
by each Ms-antenna source terminal) zero-mean circularly symmetric complex Gaussian
transmit signal vector for Sl satisfying E

[
slsH

l

] = (PSl/Ms) IMs (i.e. PSl = E
[‖sl‖2

]
is the average transmit power for source terminal Sl), and nk ∈ C

Mr is the spatiotem-
porally white zero-mean circularly symmetric complex Gaussian noise vector at Rk ,
independent across k, with single-sided noise PSD N0.

As part of LDMRB, each relay terminalRk linearly processes its received vector signal
rk to produce the vector signal tk ∈ C

Mr (i.e., ∃Ak ∈ C
Mr×Mr such that tk = Akrk, ∀k),

which is then transmitted to the destination terminals over the second time slot.7 The
destination terminal Dl receives the signal vector yl ∈ C

Ms expressed as

yl =
K∑

k=1

√
Fk,l Gk,ltk + zl , l = 1, . . . , L ,

where Fk,l ∈ R is the scalar energy normalization factor to account for path loss and
shadowing in the Rk → Dl link, Gk,l ∈ C

Ms×Mr is the corresponding channel matrix
with i.i.d. CN (0, 1) entries, independent across k and l, and zl ∈ C

Ms is the spatiotempo-
rally white circularly symmetric complex Gaussian noise vector at Dl with single-sided
noise PSD N0. The transmit signal vector tk satisfies the average power constraint
E
[‖tk‖2

] ≤ PRk (PRk is the average transmit power for relay terminal Rk).8

As already mentioned above, the path-loss and shadowing statistics are captured by
{Ek,l} (for the first hop) and {Fk,l} (for the second hop). We assume that these parameters
are random, i.i.d., strictly positive (due to the fact that the domain of interest has a fixed
area, i.e., dense network), bounded above (due to the dead zone requirement), and remain
constant over the entire time period of interest. Additionally, we assume an ergodic block
fading channel model such that the channel matrices {Hk,l} and {Gk,l} remain constant
over the entire duration of a time slot and change in an independent fashion across
time slots. Finally, we assume that there is no CSI at the source terminals {Sl}, each
relay terminal Rk has perfect knowledge of its local forward and backward channels,
{Fk,l,Gk,l}Ll=1 and {Ek,l,Hk,l}Ll=1, respectively, and the destination terminals {Dl} have
perfect knowledge of all channel variables.9

7 In the presence of linear beamforming at the relay terminals, the source–destination links Sl → Dl , l =
1, . . . , L can be viewed as a composite interference channel [35] where the properties of the resulting
conditional channel distribution function p({yl,m} | {sl,m}) rely upon the choice of the LDMRB matrices
{Ak}Kk=1.

8 Under a general frequency selective block-fading channel model, our assumptions imply that each relay
terminal transmits the same power over all frequency subchannels and fading blocks (equal power allocation),
while it should be noted that the availability of channel state information at the relays allows for designing
relay power allocation strategies across frequency subchannels and fading blocks. However, as the results of
reference [21] show, optimal power allocation at the relay terminals does not enhance the capacity scaling
achieved by equal power allocation, and therefore our asymptotic results on the power–bandwidth tradeoff
and the related scaling laws for the energy efficiency and spectral efficiency measures would remain the
same under optimal power allocation at the relays.

9 As we shall show later, the CSI knowledge at the destination terminals is not required for our results to hold
in the asymptotic regime where the number of relays tends to infinity.
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13.3.1.3 Coding framework
For any block length Q, a ({2Q Rl,m : l = 1, . . . , L , m = 1, . . . , Ms} , Q) code CQ is
defined such that Rl,m is the rate of communication over the mth spatial stream of
the lth source–destination pair. In this setting, all multi-antenna transmissions employ
full spatial multiplexing and horizontal encoding/decoding [34]. The source codebook
for the multi-user MRN (of size

∑L
l=1

∑Ms
m=1 2Q Rl,m codewords) is determined by the

encoding functions {φl,m} that map each message wl,m ∈Wl,m = {1, . . . , 2Q Rl,m } of
Sl to a transmit codeword sl,m =

[
sl,m,1, . . . , sl,m,Q

] ∈ C
Q , where sl,m,q ∈ C is the

transmitted symbol from antenna m ofSl at time q = 1, . . . , Q (corresponding to the mth
spatial stream of Sl ). Under the two-hop relaying protocol, Q symbols are transmitted
over each hop for each of the L Ms spatial streams. For the reception of the mth spatial
stream of source–destination pair l, destination terminal Dl employs a decoding function
ψl,m to perform the mapping C

Q → ŵl,m ∈Wl,m based on its received signal yl,m =[
yl,m,1, . . . , yl,m,Q

]
, where yl,m,q ∈ C is the received symbol at antenna m of Dl at time

q + 1, i.e., due to communication over two hops, symbols transmitted by the source
terminals at time q are received by the destination terminals at time q + 1. The error
probability for the mth spatial stream of the lth source–destination pair is given by
εl,m = P(ψl,m(yl,m) �= wl,m). The L Ms-tuple of rates {Rl,m} is achievable if there exists
a sequence of ({2Q Rl,m }, Q) codes {CQ : Q = 1, 2, . . .} with vanishing εl,m, ∀l, ∀m.

13.3.1.4 Power–bandwidth tradeoff measures
We assume that the network is supplied with fixed finite total power P over unconstrained
bandwidth B. We define the network signal-to-noise ratio (SNR) for the Sl → Dl, l =
1, . . . , L links as

SNR network
.= P

N0 B
=
∑L

l=1 PSl +
∑K

k=1 PRk

2N0 B
,

where the factor of 1/2 comes from the half duplex nature of source and relay trans-
missions. Note that our definition of network SNR captures power consumption at the
relay as well as source terminals, ensuring a fair performance comparison between
distributed relaying and direct transmissions. To simplify notation, from now on we
refer to SNRnetwork as SNR. Due to the statistical symmetry of their channel distribu-
tions, we allow for equal power allocation among the source and relay terminals and set
PSl = PS , ∀l and PRk = PR, ∀k.

The multi-user MRN with desired sum rate R =∑L
l=1

∑Ms
m=1 Rl,m (the union of the

set of achievable rate L Ms-tuples {Rl,m} defines the capacity region) must respect the
fundamental limit R/B ≤ C (Eb/N0), where C is the Shannon capacity (ergodic mutual
information10) (in b/s/Hz), which we will also refer as the spectral efficiency, and
Eb/N0 is the energy per information bit normalized by background noise spectral level,

10 We emphasize that due to the ergodicity assumption on the channel statistics, a Shannon capacity exists
(this is obtained by averaging the total mutual information between the source and destination terminals
over the statistics of the channel processes) for the multi-user MRN. This is a key difference from the
analysis in Section II, which dealt with nonergodic channel models.
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expressed as Eb/N0 = SNR/C(SNR).11 In this context, the power–bandwidth tradeoff
is between the efficiency measures Eb/N0 and C in achieving a given target data rate.
Tightly framing achievable performance, particular emphasis in our power–bandwidth
tradeoff analysis is placed in the regions of low and high Eb/N0.

Low Eb/N0 regime In the wideband regime (in which the spectral efficiency C is near
zero), we have

10 log10
Eb

N0
(C) = 10 log10

Eb

N0 min
+ C

S0
10 log10 2+ o(C),

where S0 denotes the wideband slope of spectral efficiency in b/s/Hz/(3 dB) at the
point (Eb/N0)min,

S0 = lim
Eb
N0
↓ Eb

N0 min

C( Eb
N0

)

10 log10
Eb
N0
− 10 log10

Eb
N0 min

10 log10 2.

It can be shown that [1]

Eb

N0 min
= lim

SNR→0

ln 2

Ċ(SNR)
, and S0 = lim

SNR→0

2
[
Ċ(SNR)

]2
−C̈(SNR)

, (13.8)

where Ċ and C̈ denote the first and second order derivatives of C(SNR) (evaluated
in nats/s/Hz).

High Eb/N0 regime In the high SNR regime (i.e., SNR →∞), the dependence
between Eb/N0 and C can be characterized as [3]

10 log10
Eb

N0
(C) = C

S∞
10 log10 2− 10 log10(C) + 10 log10

Eb

N0 imp
+ o(1),

where S∞ denotes the “high SNR” slope of the spectral efficiency in b/s/Hz/
(3 dB)

S∞ = lim
Eb
N0
→∞

C( Eb
N0

)

10 log10
Eb
N0

10 log10 2

= lim
SNR→∞

SNR Ċ(SNR) (13.9)

and (Eb/N0)imp is the Eb/N0 improvement factor with respect to a single-user
single-antenna unfaded AWGN reference channel12 and it is expressed as

Eb

N0 imp
= lim

SNR→∞

[
SNR exp

(
− C(SNR)

S∞

)]
. (13.10)

11 The use of C and C avoids assigning the same symbol to spectral efficiency functions of SNR and Eb/N0.
12 For the AWGN channel; C(SNR) = ln(1+ SNR) resulting in S0 = 2, (Eb/N0)min = ln 2, S∞ = 1, and

(Eb/N0)imp = 1.
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13.3.2 Upper-limit on MRN power–bandwidth tradeoff

In this section, we derive an upper limit on the achievable energy efficiency and spec-
tral efficiency performance over the MRN, which will be key in the next section for
establishing the asymptotic optimality of the MRN power–bandwidth tradeoff under
LDMRB schemes. Based on the cut-set upper bound on network spectral efficiency, we
now establish that the best possible energy scaling over a dense MRN is K−1 at all SNRs
and best possible spectral efficiency slopes are S0 = L Ms at low SNR and S∞ = L Ms/2
at high SNR. It is clear that no capacity-suboptimal scheme (e.g., LDMRB) can yield a
better power–bandwidth tradeoff.

Theorem 13.3 In the limit of large K , Eb/N0 can almost surely be lower bounded by

Eb

N0
(C) ≥ 22C(L Ms )−1 − 1

2C
L Ms

K Mr E
[
Ek,l

] + o

(
1

K

)
. (13.11)

1. Best-case power–bandwidth tradeoff at low Eb/N0

Eb

N0

best

min
= ln 2

K Mr E
[
Ek,l

] + o

(
1

K

)
and Sbest

0 = L Ms,

2. Best-case power–bandwidth tradeoff at high Eb/N0

Eb

N0

best

imp
= L Ms

2K Mr E
[
Ek,l

] + o

(
1

K

)
and Sbest

∞ = L Ms

2
.

Proof. Separating the source terminals {Sl} from the rest of the network using a broadcast
cut (see Figure 13.8), and applying the cut-set theorem (Theorem 14.10.1 of reference
[35]), it follows that the spectral efficiency of the multi-user MRN can be upper-bounded
as

C ≤ E{Hk,l ,Gk,l }

[
1

2
I ({sl}Ll=1; {rk}Kk=1, {yl}Ll=1|{tk}Kk=1)

]
,

where the factor 1/2 results from the fact that data is transmitted over two time slots.
Observing that in our network model {sl} → {rk} → {tk} → {yl} forms a Markov chain,
applying the chain rule of mutual information [35], and using the fact that conditioning
reduces entropy, we extend the upper bound to

C ≤ E{Hk,l }

[
1

2
I (s1, . . . , sL ; r1, . . . , rK )

]
.

Recalling that {sl} are circularly symmetric complex Gaussian with E
[
slsH

l

] =
(PS/Ms) IMs , we have

C ≤ E{Hk,l }

[
1

2
log2

(∣∣∣∣IL Ms +
PS

Ms N0 B
V

∣∣∣∣)] , (13.12)
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Figure 13.8 Illustration of the broadcast cut over the MRN. ( c© 2007 IEEE [27])

where V is an L Ms × L Ms matrix of the form

V =

⎡⎢⎣Q1,1 · · · Q1,L
...

...
QL ,1 · · · QL ,L

⎤⎥⎦ ,

with Ms × Ms matrices Qi, j given by

Qi, j =
K∑

k=1

√
Ek,i Ek, j H

H
k,i Hk, j , i = 1, . . . , L , j = 1, . . . , L

Now, applying Jensen’s inequality to (13.12) it follows that

C ≤ Ms

2

L∑
l=1

log2

(
1+ PS Mr

Ms N0 B

K∑
k=1

Ek,l

)
.

By our assumption that {Ek,l} are bounded, it follows that {var(Ek,l)} are also bounded
∀k, ∀l. Hence, the Kolmogorov condition is satisfied and we can use Theorem 1.8.D
of [36] to obtain

∞∑
k=1

var(Ek,l)

k2
<∞ →

K∑
k=1

Ek,l

K
−

K∑
k=1

E
[
Ek,l

]
K

−→w.p.1 0

resulting in (based on Theorem 1.7 of reference [36])

C ≤ L Ms

2
log2

(
1+ PS K Mr E

[
Ek,l

]
Ms N0 B

+ o(K )

)
(13.13)
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as K →∞. Since our application of the cut-set theorem through the broadcast cut leads
to perfect relay-destination (i.e. Rk → Dl) links, relays do not consume any transmit
power and hence, we set PR = 0 yielding SNR = C Eb

N0
= L PS/(2N0 B). Substituting

this relation into (13.13), we can show (13.11). Expressing the upper bound on C given
in (13.13) in terms of SNR and applying (13.8)–(13.10), we complete the proof. �

13.3.3 MRN power–bandwidth tradeoff with practical LDMRB techniques

In this section, we present practical (but suboptimal) LDMRB schemes such that each
relay transmit vector tk ∈ C

Mr is a linear transformation of the corresponding received
vector rk ∈ C

Mr . These LDMRB schemes differ in the way they fight multi-stream
interference (arising due to simultaneous transmission of multiple spatial streams from
multiple source–destination pairs) and background Gaussian noise:

(i) The matched filter (MF) algorithm mitigates noise but ignores multi-stream inter-
ference.

(ii) The zero-forcing (ZF) algorithm cancels multi-stream interference completely
(requiring Mr ≥ L Ms), but amplifies noise.

(iii) The linear minimum mean-square error (L-MMSE) algorithm is the best tradeoff
for interference and noise mitigation [34, 37].

The LDMRB schemes based on the ZF and L-MMSE algorithms have an interference
mitigation advantage over the MF-based scheme in that they can exploit the differences
in the spatial signatures of the interfering spatial streams to enhance the quality of the
estimates on the desired spatial stream.

LDMRB Schemes. Each relay terminal exploits its knowledge of the local backward
CSI {Ek,l,Hk,l}Ll=1 to perform input linear-beamforming operations on its received signal
vector to obtain estimates for each of the L Ms transmitted spatial streams. Accordingly,
terminal Rk correlates its received signal vector rk with each of the beamforming (row)
vectors uk,l,m ∈ C

Mr to yield ŝk,l,m = uk,l,m, rk such that

ŝk,l,m =
√

Ek,l uk,l,mhk,l,msl,m

+
∑

(p,q) �=(l,m)

√
Ek,p uk,l,mhk,p,q sp,q + uk,l,m nk,

as the estimate for sl,m , where sp,q denotes the transmitted signal from the qth antenna
of source Sp, p = 1, 2, . . . , L , q = 1, 2, . . . , Ms , and hk,p,q is the qth column of Hk,p.
Following this operation, Rk sets the average energy (conditional on the channel real-
izations {Ek,l,Hk,l}Ll=1) of each estimate to unity and obtains the normalized estimates
ŝU

k,l,m . Finally, Rk passes the normalized estimates through output linear-beamforming
(column) vectors vk,l,m ∈ C

Mr (which are designed to exploit the knowledge of the
forward CSI {Fk,l,Gk,l}Ll=1) to produce its transmit signal vector

tk =
√

PR
L Ms

L∑
p=1

Ms∑
q=1

vk,p,q∥∥vk,p,q

∥∥ ŝU
k,p,q ,
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Table 13.1 Practical LDMRB schemes for multi-user MRNs.

Relay link channel matrix MF LDMRB ZF LDMRB L-MMSE LDMRB

{Sl}L
l=1 → Rk

links
: Hk =

⎡⎢⎣
√

Ek,1 HT
k,1

...√
Ek,L HT

k,L

⎤⎥⎦
T

Uk = HH
k Uk = (HH

k Hk)−1HH
k Uk = ( Ms N0 B

PS
I+HH

k Hk)−1HH
k

Rk → {Dl}L
l=1

links
: Gk =

⎡⎢⎣
√

Fk,1 Gk,1

...√
Fk,L Gk,L

⎤⎥⎦ Vk = GH
k Vk = GH

k (GkGH
k )−1 Vk = GH

k ( Mr N0 B
PR

I+GkGH
k )−1

concurrently ensuring that the transmit power constraint is satisfied. Hence, under
LDMRB, it follows that the mth element of the signal vector yl received at Dl is
given by

yl,m =
K∑

k=1

√
Fk,l PR

L Ms

L∑
p=1

Ms∑
q=1

gk,l,m vk,p,q∥∥vk,p,q

∥∥ ŝU
k,p,q + zl,m,

where gk,p,q is the qth row of Gk,p. We list the input and output linear relay beam-
forming matrices {Uk}Kk=1 and {Vk}Kk=1 based on the MF, ZF, and L-MMSE algorithms
in Table 13.1. Here, the row vector uk,l,m ∈ C

Mr is the ((l − 1)Ms + m)th row of
Uk ∈ C

L Ms×Mr and the column vector vk,l,m ∈ C
Mr is the ((l − 1)Ms + m)th column

of Vk ∈ C
Mr×L Ms .

13.3.3.1 Spectral efficiency versus Eb/N0

The following theorem provides our main result on the power–bandwidth tradeoff in
dense MRNs with practical LDMRB schemes.

Theorem 13.4 The asymptotic power–bandwidth tradeoff for dense MRNs under
LDMRB schemes, as the number of relay terminals tends to infinity, can be charac-
terized as follows:

Low Eb/N0 regime. In the limit of large K , MRN power–bandwidth tradeoff for
LDMRB schemes under MF, ZF, and L-MMSE algorithms almost surely converges to the
deterministic relationship

Eb

N0
(C) =

√
L3 M3

s

�2
1 K

22C(L Ms )−1 − 1

C2
+ o

(
1√
K

)
, (13.14)

where �1 = E
[√

Ek,l Fk,l Xk,l,mYk,l,m

]
and fading-dependent random variables Xk,l,m

and Yk,l,m (independent across k) follow the �(Mr ) probability distribution p(γ ) =
(γ Mr−1e−γ )/(Mr − 1)! for the MF and L-MMSE algorithms and �(Mr − L Ms + 1)
distribution for the ZF algorithm. All LDMRB schemes achieve the minimum energy per
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bit at a finite spectral efficiency given by C∗ ≈ 1.15 L Ms and consequently

Eb

N0

LDMRB

min
≈
√

2.97L Ms

�2
1 K

+ o

(
1√
K

)
, K →∞. (13.15)

High Eb/N0 regime. In the limit of large K , MRN power–bandwidth tradeoff for
LDMRB schemes under ZF and L-MMSE algorithms almost surely converges to the
deterministic relationship

Eb

N0
(C) = 22C(L Ms )−1

2C
L Ms

K �2
3

(√
�2 +

√
L Ms

)2
+ o

(
1

K

)
, (13.16)

where �2 = E
[
(Fk,l Xk,l,m)/(Ek,lYk,l,m)

]
, �3 = E

[√
Fk,l Xk,l,m

]
and fading-dependent

random variables Xk,l,m and Yk,l,m (independent across k) follow the �(Mr − L Ms + 1)
probability distribution. This power–bandwidth tradeoff leads to

Eb

N0

ZF,L−MMSE

imp
= L Ms

2K�2
3

(√
�2 +

√
L Ms

)2
+ o

(
1

K

)
SZF,L−MMSE
∞ = L Ms

2
, K →∞. (13.17)

The MRN operates in the interference-limited regime under MF-LDMRB and CMF

converges to a fixed constant (which scales like log(K )) as Eb/N0 →∞; leading to
SMF
∞ = 0.

Proof. In the presence of full spatial multiplexing and horizontal encoding/decoding as
discussed in Section 13.2, each spatial stream at the destination terminals is decoded
with no attempt to exploit the knowledge of the codebooks of the L Ms − 1 inter-
fering streams (i.e., independent decoding); and instead, this interference is treated
as Gaussian noise. Consequently, the spectral efficiency of multi-user MRN can be
expressed as

CMRN = 1

2

L∑
l=1

Ms∑
m=1

E{Hk,l ,Gk,l }
[
log2 (1+ SIRl,m)

]
, (13.18)

where SIRl,m is the received SINR corresponding to spatial stream sl,m at terminal Dl .
The rest of the proof involves the analysis of low and high Eb/N0 asymptotic behavior
of (13.18) as a function of SINRl,m in the limit of large K for LDMRB schemes under
the MF, ZF, and L-MMSE algorithms. Here, we present the detailed power–bandwidth
tradeoff analysis for the ZF-based and MF-based LDMRB schemes in the high and low
Eb/N0 regimes. The LDMRB performance under the L-MMSE algorithm is identical
to that of the ZF algorithm in the high Eb/N0 regime and to that of the MF algorithm in
the low Eb/N0 regime.

A. Proof for the ZF-LDMRB Scheme It is easy to show that (see reference [38]) for
the ZF-LDMRB scheme, the signal received at the mth antenna of destination
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terminal Dl corresponding to spatial stream sl,m is given by

yZF
l,m =

(
K∑

k=1

dk,l,m

)
sl,m +

K∑
k=1

dk,l,m ñk,l,m + zl,m, (13.19)

where

dk,l,m =
√√√√√ PRFk,l Xk,l,m

L2 M2
s

(
PS
Ms
+
(

Ek,l Yk,l,m

N0 B

)−1
) , (13.20)

and ñk,l,m denotes the mth element of the vector ñk,l = (Ek,l)
−1/2Dk,lnk and

fading-dependent random variables Xk,l,m and Yk,l,m follow the�(Mr − L Ms + 1)
probability distribution. The matrices {Dk,l} are obtained by letting Fk =[

Hk,1 · · · Hk,L

]
, and setting F†

k = (FH
k Fk)−1FH

k , which leads to

F†
k =

⎡⎢⎣Dk,1
...

Dk,L

⎤⎥⎦ ,

where each Dk,l ∈ C
Ms×Mr . As a result, the ZF-LDMRB scheme decouples the

effective channels between source–destination pairs {Sl → Dl}Ll=1 into L Ms par-
allel spatial channels. From (13.19) and (13.20), we compute SIRl,m as given in
(13.21).

SIRZF
l,m =

PS K 2

⎛⎝1
K

∑K
k=1

√
PRFk,l Xk,l,m

(
L2 M2

s

(
PS
Ms
+
(

Ek,l Yk,l,m

N0 B

)−1
))−1

⎞⎠2

Ms N0 B

(
1+ K 1

K

∑K
k=1 PRFk,l Xk,l,m

(
L2 M2

s

(
Ek,l PS

Ms
Yk,l,m + N0 B

))−1
)

(13.21)

We shall now continue our analysis by investigating the low and high Eb/N0

regimes separately:

Low Eb/N0 regime: If SNR � 1, then SIRZF
l,m in (13.21) simplifies to (13.22).

SIRZF
l,m =

PS
N0 B

PR
N0 B

K 2

L2 M3
s

(
1

K

K∑
k=1

√
Ek,l Fk,l Xk,l,mYk,l,m

)2

(13.22)

Under the assumption that {Ek,l} and {Fk,l} are positive and bounded, we obtain

K∑
k=1

√
Ek,l Fk,l Xk,l,mYk,l,m

K
−

K∑
k=1

�1

K
−→w.p.1 0

as K →∞, yielding (based on Theorems 1.8.D and 1.7 in reference [36])

SIRZF
l,m −→w.p.1

PS
N0 B

PR
N0 B

K 2

L2 M3
s

�2
1 + o(K ). (13.23)
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Letting β = PR/PS , we find that SIR-maximizing power allocation (for fixed
SNR) is achieved with β∗ = L/K resulting in (for SNR � 1)

SIRZF
l,m −→w.p.1 SNR2

(
K�2

1

L3 M3
s

+ o(K )

)
, (13.24)

CZF −→w.p.1
L Ms

2
log2

(
1+ SNR2

(
K�2

1

L3 M3
s

+ o(K )

))
(13.25)

Substituting SNR = C Eb
N0

into (13.25) and solving for Eb
N0

, we obtain the
result in (13.14). The rest of the proof follows from the strict convexity of
(22C(L Ms )−1 − 1)/C2 in C for all C ≥ 0.

High Eb/N0 regime: If SNR � 1, then SIRZF
l,m in (13.21) simplifies to

SIRZF
l,m =

PS K 2
(

1
K

∑K
k=1

√
PRFk,l Xk,l,m

L2 Ms PS

)2

Ms N0 B
(

1+ K 1
K

∑K
k=1

PRFk,l Xk,l,m

L2 Ms Ek,l Yk,l,m PS

) .
It follows from Theorem 1.8.D in reference [36] that as K →∞

1

K

K∑
k=1

Fk,l Xk,l,m

Ek,lYk,l,m
−

K∑
k=1

�2

K
−→w.p.1 0.

K∑
k=1

√
Fk,l Xk,l,m

K
−

K∑
k=1

�3

K
−→w.p.1 0,

Now applying Theorem 1.7 in reference [36], we obtain

SIRZF
l,m −→w.p.1

K 2�2
3

N0 B
(

L2 M2
s

PR
+ K Ms

PS
�2

) + o(K ).

Letting β = PR/PS , the SIR-maximizing power allocation (for fixed SNR) is
achieved with β∗ =

√
L3 Ms/(K 2�2) resulting in (SNR � 1)

SIRZF
l,m −→w.p.1

2K SNR
L Ms

�2
3(√

�2 +
√

L Ms

)2 + o(K ). (13.26)

Now substituting (13.26) into (13.18), we obtain

CZF −→w.p.1
L Ms

2
log2

(
2K SNR

L Ms

�2
3(√

�2 +
√

L Ms

)2 + o(K )

)
. (13.27)

Applying (13.9)–(13.10) to CZF in (13.27), we obtain the high Eb/N0 power–
bandwidth tradeoff relationships in (13.17).

B. Proof for the MF-LDMRB Scheme When the MF-LDMRB scheme is employed, ter-
minal Rk correlates its received signal vector rk with each of the spatial signature
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vectors hk,l,m (mth column of Hk,l) to yield

ŝMF
k,l,m =

√
Ek,l

∥∥hk,l,m

∥∥2
sl,m +

∑
(p,q) �=(l,m)

√
Ek,p hH

k,l,mhk,p,q sp,q + hH
k,l,m nk,

as the MF estimate for sl,m . After normalizing the average energy of the MF
estimates (conditional on the channel realizations {Ek,l,Hk,l}Ll=1) to unity, the
matched filter output is given by (13.28).

ŝU,MF
k,l,m =

√
Ek,l

∥∥hk,l,m

∥∥2
sl,m +

∑
(p,q) �=(l,m)

√
Ek,p hH

k,l,mhk,p,q sp,q + hH
k,l,m nk√

Ek,l

∥∥hk,l,m

∥∥4 PS
Ms
+∑(p,q) �=(l,m) Ek,p|hH

k,l,mhk,p,q |2 PS
Ms
+ ∥∥hk,l,m

∥∥2
N0 B

(13.28)

Next, the relay terminal Rk prematches its forward channels to ensure that the
intended signal components add coherently at their corresponding destination
terminals, while satisfying its transmit power constraint, to produce the transmit
signal vector

tk =
√

PR
L Ms

L∑
p=1

Ms∑
q=1

gH
k,p,q∥∥gk,p,q

∥∥ ŝU,MF
k,p,q ,

where gk,p,q is the qth row of Gk,p and it follows that

yMF
l,m =

K∑
k=1

√
Fk,l PR

L Ms

L∑
p=1

Ms∑
q=1

gk,l,m gH
k,p,q∥∥gk,p,q

∥∥ ŝU,MF
k,p,q + zl,m . (13.29)

We shall now continue our analysis by investigating low and high Eb/N0 regimes
separately:

Low Eb/N0 regime: Assuming that the system operates in the power-limited
low SNR (SNR � 1) regime, the noise power dominates over the signal and
interference powers for the received signals at the relay and destination terminals.
Consequently, the loss in the SINR at each destination antenna due to the MF-
based relays’ incapability of interference cancellation is negligible. Hence, in the
low Eb/N0 regime, the expression for the received signal at the destination under
MF relaying in (13.29) can be simplified as

yMF
l,m =

K∑
k=1

1

L Ms

√
PREk,l Fk,l

N0 B
||hk,l,m ||||gk,l,m ||sl,m + zl,m .

In this setting, SIRMF
l,m over each stream is given by (13.30),

SIRMF
l,m =

PS
N0 B

PR
N0 B

K 2

L2 M3
s

(
1

K

K∑
k=1

√
Ek,l Fk,l Xk,l,mYk,l,m

)2

(13.30)

where Xk,l,m and Yk,l,m follow the �(Mr ) distribution (note that the distribution
of Xk,l,m and Yk,l,m is different from the ZF case). Observing the similarity of the
expression in (13.30) with (13.22), the rest of the proof is identical to the low
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Eb/N0 analysis of the ZF-LDMRB scheme. We apply the same steps as in the
proof of (13.24) to obtain (for SNR � 1)

SIRMF
l,m −→w.p.1 SNR2

(
K�2

1

L3 M3
s

+ o(K )

)
, (13.31)

CMF −→w.p.1
L Ms

2
log2

(
1+ SNR2

(
K�2

1

L3 M3
s

+ o(K )

))
, (13.32)

which finally leads to the result in (13.14).

High Eb/N0 regime: Due to the tedious nature of the analysis of the MF-LDMRB
scheme in the high SNR regime, here we shall only provide a nonrigorous argu-
ment to justify why this scheme leads to interference-limited network behavior.
Assuming that the system operates in the high SNR regime (SNR � 1), the signal
and interference powers dominate over the noise power for the received signals
at the relays and destination. Due to the fact that PS � N0 B, the majority of the
transmitted signal at the relay terminals is composed of signal and interference
components and therefore the amplification of noise at the relays due to linear
processing contributes negligibly to the SIR at the destination for all multiplexed
streams. Thus, at high SNR, the spectral efficiency of the MRN under MF-LDMRB
is of the form

CMF = L Ms

2
E

[
log2

(
1+ PR�

sig
l,m

PR�
int
l,m + N0 B�noise

l,m

)]
,

where the SIR of each stream, SIRMF
l,m , is determined by the positive-valued func-

tions �
sig
l,m , � int

l,m , and �noise
l,m , which specify the dependence of the powers of the

signal, interference, and noise components, respectively, (for the stream sl,m) on
the set of MRN channel realizations {Ek,l, Fk,l ,Hk,l ,Gk,l}. Since PR � N0 B, the
signal and interference powers dominate the power owing to additive noise at each
destination. Furthermore, since the signal and interference components grow at
the same rate with respect to SNR, as SNR →∞, the SIR of each stream will no
longer be proportional to SNR (which is not true for ZF and L-MMSE LDMRB
owing to their ability to suppress interference) resulting in interference-limitedness
and the convergence of CMF to a fixed limit independent of SNR. Fixing K to be
large but finite and letting SNR →∞, we have

lim
SNR→∞

Eb

N0

MF

= lim
SNR→∞

SNR
CMF(SNR)

= lim
SNR→∞

SNR
constant

→∞,

and consequently SMF
∞ = 0. On the other hand, for fixed SNR, from the capacity

scaling analysis of MF-LDMRB in reference [23], we know that

CMF = L Ms

2
log2 (K + o(K )) , K →∞,
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since the signal power grows faster than the interference power as K →∞. Thus,
while the optimal spectral efficiency scaling is maintained by MF-LDMRB, the
energy efficiency performance becomes poor due to relays’ inability to suppress
interference. �

13.3.3.2 Interpretation of Theorem 13.4
The key results in (13.24), (13.26), and (13.31) give a complete picture in terms of how
LDMRB impacts the SIR statistics at the destination terminal in the low and high Eb/N0

regimes. We emphasize that the conclusions related to MF-LDMRB in the low Eb/N0

regime and those related to ZF-LDMRB in the high Eb/N0 regime apply for the L-
MMSE algorithm (L-MMSE converges to ZF as SNR →∞ and to MF as SNR → 0),
and therefore our analysis has provided insights for the energy efficiency and spectral
efficiency of all three (MF, ZF, and L-MMSE) different LDMRB schemes. We make the
following observations:

Remark 1 We observe from (13.24), (13.26), and (13.31) that SIRl,m scales linearly
in the number of relay terminals, K , providing higher energy efficiency.13 We
emphasize that the linear scaling of SIRl,m in the number of relay terminals K , is
maintained independently of SNR (i.e., valid for both low and high SNR). This
can be interpreted as distributed energy efficiency gain, since it is realized without
requiring any cooperation among the relay terminals.

Remark 2 The SIR scaling results in (13.24), (13.26), and (13.31) have been key toward
proving the scaling results on Eb/N0 given by (13.15)–(13.17). Our asymptotic
analysis shows that Eb/N0 reduces like K−1/2 in the low Eb/N0 regime for
LDMRB under the MF, ZF, and L-MMSE algorithms and like K−1 in the high
Eb/N0 regime for the ZF and L-MMSE algorithms. Thus, ZF and L-MMSE
algorithms achieve optimal energy scaling (in K ) for high Eb/N0 (the fact that
K−1 is the best possible energy scaling was established in Theorem 13.3 based
on the cut-set upper bound). Furthermore, unlike MF, the spectral efficiency of
the ZF and L-MMSE algorithms grows without bound with Eb/N0 owing to their
interference cancellation capability and achieves the optimal high SNR slope (as
in the cutset bound) of S∞ = L Ms/2. In the high Eb/N0 regime, Theorem 13.4
shows that for fixed K , the growth of SNR does not lead to an increase in spectral
efficiency for MF-LDMRB; and the spectral efficiency saturates to a fixed value
(from reference [23], we know that this fixed spectral efficiency value scales like
log2(K )), leading to S∞ = 0 and a poor power–bandwidth tradeoff owing to the
interference-limited network behavior.

Remark 3 We observe from the almost sure convergence results in (13.24), (13.26), and
(13.31) on the SIR statistics that LDMRB schemes realize cooperative diversity
gain [39, 40] arising from the deterministic scaling behavior of SIRl,m in K .
Hence, in the limit of infinite number of relays, a Shannon capacity exists even

13 The fact that SIRl,m scales linearly in K for MF-LDMRB in the high Eb/N0 regime has not been treated
rigorously here; a detailed analysis of this case can be found in reference [23].
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for an MRN under the slow fading (non-ergodic) channel model [31] and thus,
our asymptotic results are valid without the ergodicity assumption on the channel
statistics. This phenomenon of “relay ergodization” can be interpreted as a form
of statistical averaging (over the spatial dimension created due to the assistance
of multiple relay terminals) that ensures the convergence of the SIR statistics to a
deterministic scaling behavior even if the fading processes affecting the individual
relays are not ergodic. Even more importantly, the deterministic scaling behavior
also suggests that the lack of CSI knowledge at the destination terminals does not
degrade performance in the limit of infinite number of relay terminals.

Remark 4 Finally, we observe that all LDMRB schemes achieve the highest energy
efficiency at a finite spectral efficiency. In other words, the most efficient power
utilization under LDMRB is achieved at a finite bandwidth and there is no power–
bandwidth tradeoff above a certain bandwidth. Additional bandwidth requires
more power. A similar observation was made in references [41] and [42] in the
context of Gaussian parallel relay networks. The cause of this phenomenon is
noise amplification, which significantly degrades performance at low SNRs when
the MRN becomes noise-limited. We find that the ZF algorithm performs worse
than the MF and L-MMSE algorithms in the low Eb/N0 regime because of its
inherent inability of noise suppression (the loss in SIR experienced by the ZF
algorithm in the low Eb/N0 regime can be explained from our analysis; we have
seen that Xk,l,m and Yk,l,m follow the �(Mr ) distribution at low Eb/N0 for the MF
and L-MMSE algorithms, while these fading-dependent random variables follow
the �(Mr − L Ms + 1) distribution for the ZF algorithm).

13.3.3.3 Bursty signaling in the low SNR regime
One solution to the problem of noise amplification in the low SNR regime is bursty
transmission [43]. For the duty cycle parameter α ∈ [0, 1], this means that the sources
and relays transmit only α fraction of time over which they consume total power P/α

and remain silent otherwise, hence satisfying the average power constraints. The result
of bursty transmission is that the network is forced to operate in the high SNR regime
at the expense of lower spectral efficiency. This is achieved, for instance under the ZF-
LDMRB scheme, through the adjustment of signal burstiness by choosing the duty cycle
parameter α small enough so that the condition

α � min
k,l,m

Ek,lYk,l,m PS
Ms N0 B

(13.33)

is satisfied, which ensures that the linear beamforming operations at the relay terminals
are performed under high SNR conditions and thus the detrimental impact of noise
amplification on energy efficiency is minimized.14 With such bursty signaling, even

14 This implies that for block length Q, the number of symbol transmissions is given by Qbursty = �αQ� and
that for strictly positive α that satisfies (13.33), as Q →∞, it is also true that Qbursty →∞, provided
that Q grows much faster than K (since the growth of K necessitates the choice of a smaller α under
(13.33)). Thus, the degrees of freedom (per codeword) necessary to cope with fading and additive noise
are maintained and the Shannon capacity (ergodic mutual information) is achievable.
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though SNR � 1, the SIR for each stream in (13.21) simplifies to (note the additional
α term in the denominator)

SIRZF,bursty
l,m =

PS K 2
(

1
K

∑K
k=1

√
PRFk,l Xk,l,m

L2 Ms PS

)2

αMs N0 B
(

1+ K 1
K

∑K
k=1

PRFk,l Xk,l,m

L2 Ms Ek,l Yk,l,m PS

)
as in the high Eb/N0 regime and the network spectral efficiency is computed as

CZF,bursty = α

2

L∑
l=1

Ms∑
i=1

E

[
log2

(
1+ SIRZF,bursty

l,m

)]
.

Hence, the results of Theorem 13.4 in (13.16) can immediately be applied, with slight
modifications, resulting in the power–bandwidth tradeoff relation

Eb

N0
(C) = 22C(αL Ms )−1

2C (αL Ms)−1

(√
�2 +

√
L Ms

)2

K �2
3

+ o

(
1

K

)
. (13.34)

The energy efficiency and spectral efficiency performance can be quantified by applying
(13.9)–(13.10) to (13.34) yielding

Eb

N0

ZF,bursty

imp
= L Ms

2K�2
3

(√
�2 +

√
L Ms

)2
+ o

(
1

K

)
SZF,bursty
∞ = αL Ms

2
, K →∞.

As a result, we have shown that with sufficient amount of burstiness, the optimal energy
scaling of K−1 can be achieved with the ZF (as well as L-MMSE) LDMRB schemes,15

while the high SNR spectral efficiency slope scales down by the duty cycle factor α.
Thus, burstiness trades off spectral efficiency for higher energy efficiency. We remark
that our result establishes the asymptotic optimality of LDMRB schemes in the sense
that with proper signaling they can alternately achieve the best possible (i.e., as in the
cutset bound) energy efficiency scaling or the best possible spectral efficiency slope for
any SNR. We also emphasize that our results proving that the energy scaling of K−1 is
achievable with LDMRB schemes enhances the result of previous work in reference [18],
where the authors showed under an equivalent two-hop relay network model that linear
relaying can only yield the energy scaling of K−1/2.

13.3.4 Numerical results

The goal of this section is to support the conclusions of our theoretical analysis with
numerical results. For the following examples, we set Ek,l/(N0 B) = Fk,l/(N0 B) = 0 dB.

Example 13.1: SIR statistics. We consider an MRN with L = 2, Ms = 1, and Mr = 2
and analyze (based on Monte Carlo simulations) the SIR statistics for the LDMRB

15 The only necessary condition to achieve this optimal energy scaling is that Mr ≥ L Ms is satisfied so that
the system does not become interference-limited at high SNR, which, for instance, would also apply to a
single-user single-antenna relay network (where L = Ms = Mr = 1) under MF-LDMRB.
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scheme based on the ZF algorithm and compare with the performance under direct
transmissions. Direct transmission implies that the assistance from the relay terminals
is not possible (i.e., K = 0), necessitating the two source terminals to transmit simul-
taneously over a common time and frequency resource to their intended destination
terminals without the availability of relay interference cancelation mechanisms. For
direct transmission, we assume that two source terminals share the total fixed average
power P equally (since there are no relay terminals involved, and there is a single
time-slot for transmission) and thus we have PS = P/2 and the network SNR is again
given by SNR = P / ( N0 B ). In this setting, the communication takes place over a
fading interference channel [35] with single-user decoders at the destination terminals.
Note that the direct transmission does not suffer from the 1/2 capacity penalty that
the LDMRB scheme incurs under the half-duplex two-hop transmission protocol. The
channel distributions for the direct transmissions over the source–destination links are
assumed to be identical to those over the MRN source–relay and relay–destination links
(i.i.d. CN (0, 1) statistics over all links). For fair comparison with LDMRB schemes, no
transmit CSI is considered at the transmitters while the receivers possess perfect CSI.
Denoting the overall channel gain (including path loss, shadowing, and fading) between
source i ∈ {1, 2} and destination j ∈ {1, 2} by ξi, j , the SIR for the stream corresponding
to source–destination pair j under direct transmission is

SIRdirect
j = |ξ j, j |2 P

2

N0 B + |ξi, j |2 P
2

, j ∈ {1, 2}, i �= j.

We set SNR = 20 dB and plot the CDF of SIR for direct transmission and for
the LDMRB scheme based on the ZF algorithm, and varying K = 1, 2, 4, 8, 16 in
Figure 13.9. As predicted by (13.26), we observe that the mean of SIR for LDMRB
increases by 3 dB for every doubling of K due to the energy efficiency improvement
proportional in the number of relay terminals. This verifies our analytical results in
(13.24) and (13.26) indicating that the SIR of each multiplexed stream scales linearly in
K under ZF-LDMRB. We emphasize that these SIR scaling results have been key toward
proving the K−1/2 (at low SNR) and K−1 (at high SNR) scaling results on Eb/N0, and
therefore, this simulation result also serves toward verifying our energy scaling results
given by (13.15)–(13.17) in Theorem 13.4. Furthermore, we note the huge improvement
in SIR with respect to direct transmissions owing to increased interference cancellation
capability of the relay-assisted wireless network.

To illustrate the rate of convergence on the per-stream SIR statistics with respect
to the growing number of relays, we plot in Figure 13.10 the normalized SIR CDFs
(normalization is performed by scaling the set of SIR realizations by its median) for
the ZF-LDMRB scheme under the same assumptions for K = 1, 64. While the CDF
of normalized per-stream SIR is tightening with increasing K , we observe that the
convergence rate is slow and therefore we conclude that a large number of relay terminals
(i.e., large K ) is necessary to extract full merits of cooperative diversity gains.

Example 13.2: MRN power–bandwidth tradeoff. We consider an MRN with K =
10, L = 2, Ms = 1, and Mr = 2 and numerically compute (based on Monte Carlo
simulations) the average (i.e., ergodic) rates for the upper limit based on the cutset
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bound, practical LDMRB schemes using MF, ZF, and L-MMSE algorithms, and direct
transmission. We then use these average rates to compute spectral efficiency and energy
efficiency quantified by C = R/B and Eb/N0 = SNR/C, respectively, and repeat this
process for various values of SNR to obtain empirically the power–bandwidth tradeoff
curve for each scheme. We plot our numerical power–bandwidth tradeoff results in
Figure 13.11.

Our analytical results in (13.15)–(13.17) supported with the numerical results in
Figure 13.11 show that practical LDMRB schemes could yield significant power and
bandwidth savings over direct transmissions. We observe that a significant portion of the
set of energy efficiency and spectral efficiency pairs within the cutset outer bound (that
is infeasible with direct transmission) is covered by practical LDMRB schemes. As our
analytical results suggest, we see that the spectral efficiency of ZF and L-MMSE LDMRB
grows without bound with Eb/N0 owing to the interference cancellation capability
of these schemes and achieves the same high SNR slope as the cutset upper limit.
Furthermore, this numerical exercise verifies our finding that in the high Eb/N0 regime,
the spectral efficiency of MF-LDMRB saturates to a fixed value leading to poor energy
efficiency.

In Figure 13.12, we plot power–bandwidth tradeoff under the ZF-LDMRB scheme
(setting K = 10, L = 2, Ms = 1, Mr = 2) for duty cycle parameter values of α =
0.02, 0.1, 0.5, 1. Clearly, we find that in the lower spectral efficiency (and hence, lower
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SNR) regime, it is desirable to increase the level of burstiness by reducing the α

parameter in order to achieve higher energy efficiency.

13.3.5 Section summary

This section characterized the power–bandwidth tradeoff over dense wideband fixed-area
wireless ad-hoc networks in the limit of large number of terminals, in the special case of
a parallel relay network architecture based on the MRN model. As an additional leverage
for supporting high data rates over next-generation wireless networks, we demonstrated
how increasing density of wireless devices can be exploited by practical relay coopera-
tion techniques simultaneously to improve energy efficiency and spectral efficiency. In
particular, we designed low-complexity LDMRB schemes that take advantage of local
CSI to convey simultaneously multiple users’ signals to their intended destinations and
quantified enhancements in energy efficiency and spectral efficiency achievable from
such practical relay cooperation schemes. We remark that some of the results presented
here have appeared before in references [27–30]. Our key findings can be summarized
as follows:

� LDMRB is asymptotically optimal for any SNR in point-to-point coded multi-user
MRNs. In particular, we prove that with bursty signaling, much better energy scaling
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(K−1 rather than K−1/2) is achievable with LDMRB compared to previous work in
reference [18] and we verify the optimality of the K−1 energy scaling by analyzing
the cutset upper bound [35] on the multi-user MRN spectral efficiency in the limit of
large numbers of relay terminals. Furthermore, we show that LDMRB simultaneously
achieves the best possible spectral efficiency slope (i.e., as upper bounded by the
cutset theorem) at any SNR.

� Interference cancellation capability at the relay terminals plays a key role in achiev-
ing the optimal power–bandwidth tradeoff. Our results demonstrate how LDMRB
schemes that do not attempt to mitigate multi-user interference, despite their optimal
capacity scaling performance, could be energy inefficient; and yield a poor power–
bandwidth tradeoff in the high SNR regime owing to the interference-limited nature
of the multi-user MRN.
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14 Reliable MAC layer and
packet scheduling
Ulas C. Kozat

Medium access control (MAC) is of paramount importance in wireless systems: it
orchestrates how the spectrum is shared across users and flows directly impacting the
system throughput, reliability, quality of service (QoS), and fairness. Numerous works
in the literature have challenged the classical layered view of protocol stacks in order
to improve the poor utilization of the scarce spectrum resources [1]. Both in the context
of random access and contention-free access, substantial gains have been demonstrated
by making the MAC layer more aware of channel conditions and applications. Another
classical view that has been challenged over the years is the tendency to emulate a point-
to-point link view over inherently point-to-multipoint wireless medium. In the classical
approach, packets received by unintended users are simply discarded. Originally, in the
multihop routing domain, and more recently in the single-hop case, the notion of unin-
tended user has become stale, especially in the contexts of cooperative communication,
network coding, and opportunistic routing [2–5, 22].

In this chapter we focus primarily on a specific network scenario, where there is
only one wireless transmitter serving many receivers. We assume a contention-free
MAC: a centralized scheduler dynamically allocates channels (e.g., spreading codes
and frequency subbands) to multiple users over time. We cover three key areas that
fundamentally alter the design principles and building blocks of MAC:

(i) multiuser diversity,
(ii) coded scheduling, and

(iii) media-aware scheduling.

Particular attention is paid towards multicast scenarios, a domain where short-range
radio communications shall be targeting more in the coming years.

14.1 Introduction

Cross-layer optimization has been one of the key areas in wireless communication to
provide better QoS, to increase system throughput, and to improve energy efficiency. In
terms of immediate impact on the wireless standards and actual technology deployment,
joint optimization of MAC and physical layers has been among the most prolific direc-
tions. The MAC layer is mainly responsible for controlling who has access to which
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channels at what time. Therefore, it directly impacts the access delays, the success of
transmissions, as well as the achievable capacity. When separately designed, the PHY
layer sets the actual power level, picks the coding and modulation schemes according
to the observed channel qualities between transceiver pairs. Hence, it directly impacts
the feasibility of scheduling decisions taken by the MAC layer. The result of such a
separation between the layers is that the overall performance can become quite subop-
timal. Hence, it is of paramount importance to consider MAC and PHY layers jointly
when one tries to achieve a significantly better performance in any metric of interest.
The primary focus of this chapter will be on the reliability aspect of the question from
the MAC scheduling point of view and it will provide an overview of some of the major
techniques developed in recent years to achieve better performance guarantees with
cross-layer designs. By no means, however, do we aim at providing a comprehensive
overview of the literature on cross-layer scheduling.

More traditionally, schedulers observe losses at the MAC layer and do not take
advantage of the channel state information (CSI) readily available at the PHY layer.
Accordingly, one major development that has had a big impact on the scheduler design
has been the opportunistic scheduling both in single receiver and multiple receiver
(aka multi-user diversity) scenarios as well as in unicast and broadcast applications
[6, 8, 11, 15, 16, 21, 24]. Put simply, opportunistic scheduling waits for favoring channel
conditions to achieve a particular objective. Here, we use the term favoring loosely,
since in general it has a different meaning depending on the optimization criterion. In
the literature, numerous works investigate the benefits and tradeoffs of opportunistic
scheduling from the throughput optimization, fairness, stability, and QoS perspectives
in single hop and multihop wireless networks. We cover the main design issues in
opportunistic scheduling and a number of proposed solutions in the first part of this
chapter.

Another major development has been the use of coding instead of using brute-force
retransmissions at the packet schedulers to increase the reliability (hence the throughput)
of the system most efficiently [16, 27, 29]. The coding strategies encompass methods
such as hybrid automatic repeat request (HARQ) techniques and erasure coding including
rateless codes and network coding. The channel dynamics may change, both in the short
run (i.e., in the order of symbol duration) and in the long run (i.e., in the order of
a packet/block duration). System designers can rely on the PHY layer forward error
correction (FEC) and utilize large block sizes to handle long-term dynamics attaining a
very low block error rate performance. This increases both the complexity of the PHY
layer and, more importantly, the transmission delays. If, instead, shorter block sizes are
used for better average delay performance, then the reliability is impaired substantially
at the same coding rate and bit error rate. Coding at two layers in different timescales
can, on the other hand, deliver better performance. In a multiple-receiver environment, it
is even more interesting, since targeting high reliability as a design constraint uniformly
across all receivers at the PHY layer leads to quite inefficient overall throughput capacity
performance. Using erasure coding at the MAC layer boosts the overall throughput by
(i) reducing the overheads due to duplicate retransmissions and (ii) rendering higher
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transmission rates at the PHY layer possible at the same reliability level. The latter
benefit is achieved by taking better advantage of time-varying channel opportunities
among the multicast receivers. We present various proposals in the literature along with
their assumptions on the wireless channel and the main tradeoffs in the second part of
this chapter.

Another set of literature looks into the reliability issue directly from the application
point of view (i.e., ultimately observed media quality) rather than simple counting of bit
and packet error rates. Wireless schedulers play an important role, since ultimately they
determine which packet is sent at what time. When a scheduler becomes aware of the
impact of a particular block on the overall media quality (i.e., the utility of a packet),
then new optimization and scheduling algorithms emerge as a result of different utility
maximization problems. This goes beyond marking of a packet simply as low, medium,
and high priority at each source and performing priority-based scheduling. By explicitly
focusing on video, we will highlight more recent works in this area in the final part of
this chapter.

In the following sections, we will cover these three areas, namely, opportunistic
scheduling, coding at the MAC layer, and media quality based utility optimization, in
more detail.

14.2 Opportunistic scheduling/multiuser diversity

Opportunistic scheduling (aka multiuser diversity) can be an effective method in achiev-
ing highly reliable yet high-throughput systems. In multiuser diversity, transmitters take
advantage of the existence of multiple active receivers in the system and the fluctuations
in their channel conditions over time, frequency, and space. In very short-range radio
applications with a dominant line of sight component, the channel conditions might
not create a sufficient degree of variations and opportunism for the scheduler. However,
many short-range radio scenarios such as wireless home entertainment or environmental
sensing/monitoring/actuation systems with a single proxy/gateway/processing unit send-
ing streams or bursty traffic to multiple end points can substantially benefit from multi-
user diversity, as in the case of cellular networks, today.

Figure 14.1 depicts a two-user case over a time period of 100 slots assuming a time-
slotted system. When the objective is to maximize the system capacity, clearly at each
time slot the scheduler must transmit to the user with the best achievable rate at the
desired reliability level that is set in terms of block error rates. When there are other
objectives such as fairness or constraints such as queue stability, QoS, etc., what should
be the proper scheduling is not as clear-cut unless channel conditions conform to certain
restrictions and targets are defined in the long-run. If scheduling is not per user but per
groups of users, again the scheduling policy substantially changes. The further discussion
of multi-user diversity is divided into two scenarios: the unicast case where receivers are
interested in distinct information flows and the multicast case where multiple receivers
are interested in the same information flow.
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Figure 14.1 Representation of how channel rates fluctuate over time, and the case for multiuser
diversity.

14.2.1 Unicast case

Probably the most popular scheduler in broadband wireless data networks is the pro-
portional fair scheduler (PFS), different versions of which are employed in 3G and 4G
systems [6]. Consider a single-frequency band and time-slotted system. In current time
slot i , suppose that receiver k can receive at rate Rk[i] and it has already received an
average throughput Tk[i] until now. PFS transmits to the user k∗ among all active users
such that: k∗ = arg maxk

Rk [i]
Tk [i] . The time averaging follows an exponentially weighted

low-pass filter with a windowing length of w:

Tk[i + 1] = (w − 1)

w
Tk[i]+ 1

w
Ik[i]Rk[i] , (14.1)

where Ik[i] is an indicator function (i.e., it is equal to one if k is scheduled in slot i ,
zero otherwise). Under very general conditions on the channel statistics, it can be shown
that the PFS rule maximizes the long-term log-sum utility (i.e., limi→∞

∑
k log(Tk[i]))

as w→∞ [8]. The name proportional fair stems from the fact that the optimum
throughput values T ∗k that maximize the log-sum utility satisfy the following condition
over any throughput values Tk achieved by any arbitrary feasible scheduling policy:∑

k

(Tk − T ∗k )

T ∗k
≤ 0 (14.2)

Moving beyond proportional fairness, max min fairness that tries to maximize the
minimum flow throughput in the system as well as weighted proportional fairness that
differentiates flow priorities from each other have been widely used fairness objectives.
In many cases, similar to the PFS case, different long-term fairness objectives can be
reverse engineered to a sum-utility maximization problem, where fairness among flows
are captured by the per flow utility functions. Thus, one can also follow a top to bottom
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approach and instead, directly start from a utility maximization problem to find out the
appropriate scheduling rules. These efforts are not specific to the wireless networks,
though most challenging problems occur in this space. In the last decade many efforts
have been dedicated towards developing generalization of PFS and other fairness objec-
tives by analyzing the corresponding utility-maximization problem in different network
setups such as multiple-channel scenarios, multiple cell systems, multihop wireless,
and multiuser MIMO systems that have been proposed under different constraints (e.g.,
power, SINR, throughput, etc.) [10, 13, 14]. The common point in those treatments that
lead to new PFS rules is that they are mainly based on gradient-based approaches that
greedily maximize the targeted utility over feasible rate allocation vectors in the next
slot. In many cases a problem turns into a combinatorial problem with exponential com-
plexity, and approximate PFS rules are derived after simplifying assumptions and/or
relaxations.

Another important class of scheduler is the throughput optimal schedulers that can
stabilize all the user queues provided that there exists a stabilizing queue scheduler for
the given arrival rates. The term stability here refers to the existence of a bounded average
backlog or equivalently a bounded average delay (due to Little’s Theorem [32]). It is well
established that the PFS rule is not throughput optimal [24]. Examples of through-
put optimal schedulers typically define a penalty on average delay or queue backlogs
[9,24,25]. For instance, in reference [9] authors introduce the modified largest weighted
delay first (M-LWDF) rule as one of the first throughput optimal schedulers. The rule
schedules receiver k∗ at time i , if it satisfies k∗ = arg maxk γk · Rk[i] ·Wk[i], where γk

is an arbitrary positive constant (i.e., queue weight) and Wk[i] is the waiting time of the
head of the line packet at time i in receiver k’s queue. The rule can also be specified by
interchanging waiting times Wk with the queue backlogs Qk at each time epoch. In ref-
erence [24], a family of modified schedulers defined with exponential rule is presented
and also proved to be optimal throughput. The modified rule is given by

k∗ = arg max
k

γk · Rk[i] · exp

(
ai Wk[i]

β + [W [i]]η

)
, (14.3)

where W [i]
.= 1

N

∑
k ak Wk[i], N is the number of users, and ai > 0, β > 0, η ∈ (0, 1)

are constants. The exponential rule results in better delay performance than M-LWDF
by taking greater advantage of good channel states. A more general treatment of the
problem that maximizes arbitrary (concave) network utility under the stability constraints
is presented in reference [25]. The rule dictates that among all the control decisions ψ ,
pick ψ∗ such that

ψ∗ = arg max
ψ

∑
k

∂H (T [i])

∂Tk
Rk[i]−

∑
k

βQk[i]�Qk[i] . (14.4)

Above H is the concave utility function, T is the throughput vector with Tk as the kth
element, and �Qk[i] is the expected average increment (i.e., drift) of the queue length.
Tk’s are updated in the same low-pass filtered fashion as in the PFS case. When utility is
the sum of log of individual throughput terms, the above rule becomes a modified PFS
rule with the queue stability constraints.
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Figure 14.2 Scheduling multiple multicast groups.

14.2.2 Multicast case

Unlike in the unicast case, in multicasting multiple receivers are interested in the same
content. Depending on the scenario, there may be single or multiple multicast sessions.
For instance, in a streaming scenario where different screens are distributed in a home,
office, classroom, conference hall environments, depending on where the viewers are
located and what content they are streaming, different multicast groups can be realized.
Figure 14.2 depicts a situation where wireless gateway (WG) is delivering different
content to two distinct groups, one with four receivers (denoted as A, B, C, and D)
and the other with three receivers (denoted as X, Y, and Z). Suppose that we have a
time-slotted system and WG at each time slot must pick one multicast group and also set
a transmission rate from a set of available transmission rates. The traditional approach
would set the transmission rate for a multicast group with respect to the receiver who has
the worst channel conditions. This conservative strategy makes sure that once a multicast
group is scheduled over a set of wireless resources, everyone in that group successfully
receives it. However, targeting the worst user can dramatically reduce the transmission
rate and hence negatively impact both the short-term and long-term throughputs for each
receiver in the same group as well as in other groups.

Let us pay attention to the single multicast group case and see how rate selection in that
group leads to an intra-group scheduling decision. Suppose that the receivers A, B, C,
and D are in the same multicast group. At any given time slot i , each receiver can reliably
receive at rates RA[i], RB[i], RC [i], and RD[i]. When the transmitter sends at rate R[i]
for this multicast session, only the receivers that have rates larger than or equal to R[i]
can recover the payload sent during slot i at the targeted reliability level. Therefore, the
rate selection at the transmitter dictates who can and cannot receive, reliably leading to a
scheduling decision inside the multicast group. For instance, at time slot i , if the ordering
of rates is such that RD[i] > RA[i] > RB[i] > RC [i], the setting rate as R[i]

.= RB[i]
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Figure 14.3 Intra-group scheduling via transmission rate control.

would result in A, B, D receiving the blocks sent during slot i and C not receiving the
same blocks. Figure 14.3 depicts an example in a time-slotted system on how different
receivers are implicitly scheduled over time via controlling the transmission rate. The
payload is divided into equal-length blocks and each rate choice can transmit an integer
number of such blocks in a single time slot.1 When the transmission rate in each
block is not set to the worst receiver, clearly not every information block is received by
everyone. Many works in the literature refrain from answering the question of measuring
the resulting goodput (i.e., keeping track of which user received which block and the
overall useful information delivered for the application) and instead focus on the system
throughput performance (i.e., the payload amount delivered to all receivers) as well as
fairness among the users. To make the distinction clear in our context, goodput measures
the rate at which the application layer receives the information at its desired reliability
level, whereas throughput measures the rate of information received successfully.

In reference [15], it is proven that for i.i.d. Rayleigh fading channels, setting the rate
according to the median user and in effect scheduling only the better half of the receivers
improves per-user throughput linearly in multicast group size in comparison with the
scheduler that transmits with respect to the worst receiver every time slot.2 Scheduling
with respect to the median user makes it possible to match the long-term throughput to
long-term goodput as follows. The transmitter has one buffer for storing the multicast
information and

(N
N
2

)
transmit queues, each of which corresponds to a unique combination

of N/2 receivers. At each time slot, the scheduler checks which half of the receiver set
(say S) is targeted to identify the corresponding queue (QS). If there is a packet in that
queue, it will be scheduled and discarded from the transmit queue QS . If there is no
packet in the transmission queue, first a new packet is removed from the storage queue
and a copy of it is placed both in QS and QSc (here Sc is the complementary set of
S). Then, the transmission from QS is resumed. Note that such a scheduling ensures
that no user receives a duplicate block and hence uses the system capacity efficiently
within its rate region. However, there is a delay penalty that increases as the multicast
size increases. Since the packets are delivered to receivers in an out-of-order manner, if

1 One can easily extend this scenario to a case where there exist transmission modes with very low rates. In
these modes, one block may not fit into a single slot and the transmission of one block is completed over
multiple slots.

2 To be exact, targeting the worst user leads to a per user throughput scaling of �(1/N ) and targeting the
median user achieves �(1) scaling. Here, N denotes the multicast group size. g(N ) = �( f (N )) is the order
notation simply to state that there exist constants c1, c2 such that c1 f (N ) ≤ g(N ) ≤ c2 f (N ).
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Figure 14.4 Intra-group scheduling normalized throughput performance for different rate targets.
Markers show the numerical calculations according to equation (14.5) (from reference [16],
c© 2008 IEEE).

the application layer requires reordering, the packets received so far must be buffered
awaiting for the chronologically earlier packets that have not been received yet by the
particular user. Thus, the average delay is dictated by the inter-scheduling time of each
queue and not by the inter-scheduling time of each user as one would desire. As will be
clear in the next section, one can instead take advantage of erasure coding as part of the
scheduler to design more efficient (both in terms of number of queues to be managed
and delay) systems.

Although targeting median users in a multicast group is optimum in terms of through-
put scalability, one can improve the coefficient terms, which is of critical importance for
smaller multicast sizes. Indeed, in reference [16], it is shown that under the i.i.d. as well
as non-i.i.d. Rayleigh fading cases, a max-min fair scheduler should target more than half
of the receivers, depending on the channel quality confirmed by both simulation results
and numerical calculations. For i.i.d. Rayleigh fading with mean 1/λ, if the transmitter
targets the top L users, one can numerically compute the per user mean throughput via:

Tk(L) = L

N ln 2

N∑
j=L

(
N

j

)∫ ∞

0

e−λx j · (1− e−λx )(N− j)

1+ x
dx (14.5)

Figure 14.4 shows the results for a multicast group size of 10 users and assuming that
the Shannon capacity is achievable for each channel realization. These results verify
the intuition that when every receiver is more likely to have good channel conditions,
targeting a smaller subset provides lesser benefits.
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Similar to the unicast case, it is also possible to define the PFS rule for single and
multiple multicast groups. In reference [7], the authors define two different proportional
fairness rules referred to as inter-group proportionally fair (IPF) and multicast propor-
tionally fair (MPF) schedulers. In the IPF rule, the aggregate rate φg[i] of group g at
time i is defined as the sum rate of members of the group that can reliably receive at
time i , i.e., φg[i, R] =∑k∈g R · I {Rk[i] ≥ R}. Here, I {·} is an indicator function of its
argument. Accordingly the long-term throughput "g of the multicast group g is defined
as: "g = limi→∞"g[i], "g[i]

.= 1
i

∑i
t=1 Ig[t]φg[t, R]}, where Ig[i] is one if group g is

scheduled at time i and zero otherwise. The authors define the following IPF rule that is
analogous to the PFS property defined in (14.2):

The scheduler is IPF if it results in long-term throughputs"∗
g such that for any arbitrary scheduling

policy with throughputs "g, it satisfies
∑

g

("g−"∗g )

"∗g
≤ 0.

It is proven that selecting the instantaneous rate at time i for each group as R∗g[i] =
arg maxR φg[i, R] and scheduling the multicast group g∗ that maximizes

φg[i,R∗g ]
"g[i] satisfies

the IPS rule. The MPF rule on the other hand is exactly the same as in (14.2), i.e., it
is defined with respect to individual throughput terms Tk . Define the instantaneous
normalized sum rate as

φg[i, R] =
∑
k∈g

R

Tk[i]
· I {Rk[i] ≥ R} . (14.6)

It is proven that selecting the instantaneous rate for group g in slot i as R∗g[i] =
arg maxR φg[i, R] and scheduling the group g∗ at i that has the largest φg[i, R∗g[i]]
satisfies the MPF rule.

As already discussed, goodput and throughput are not the same; it is of critical impor-
tance to bridge the gap. When we covered the special case of median user scheduling
proposed in reference [15] earlier in this section, we discussed purely the queuing and
retransmission-based approach that renders the goodput the same as the throughput.
However, this result is an artifact of the specific construct. In the following sections,
we will discuss more generally applicable ideas that mainly rely on erasure coding and
source-coding techniques to bridge this gap.

14.3 Coding and scheduling

14.3.1 Unicast case

Coding has been the most effective tool developed for reliable communication and since
Claude Shannon’s illuminating work in 1948, numerous practical techniques have been
developed that come very close to the Gaussian channel capacity limits [31]. Tradition-
ally, scheduling decisions, link-layer reliability, and physical layer transmissions are all
decoupled from each other. Such a layered approach applies FEC at the physical layer
and attempts to correct as many bit errors as possible. Then at the link layer a separate
code is used for error detection. If an error is detected, the received bits are discarded and
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a repeat request is sent back to the sender using negative acknowledgement (NACK). If
no error is detected, a positive acknowledgment (ACK) is sent back instead. Typically,
senders keep a timer for automatic self-triggering of packet retransmission if an ACK
is not received for a predetermined time interval. These steps are used for unicast flows
almost universally in all modern communication systems including WiFi, WCDMA,
cdma2000, HSDPA, Bluetooth, IEEE 802.15.4, etc. Below, we cover two main trends
that couple the PHY layer and MAC layer closer in handling a more reliable radio
communication stack.

14.3.1.1 Hybrid ARQ (HARQ)
One of the areas where the physical layer and link layer have been cross-layered is the
use of HARQ with soft combining [29]. Among the approaches that are more relevant
for the discussion in this book is the technique commonly referred to as incremental
redundancy. The traditional layered strategy can be interpreted as using a repetition code
that has a poor coding gain. Incremental redundancy, on the other hand, can generate
a relatively large number of encoded bits from the same payload that corresponds to
a low rate but more reliable channel code. Instead of sending all the encoded bits, the
transmitter in its first attempt sends a fraction of the encoded bits that corresponds to a
high rate but less reliable transmission. If the channel conditions are sufficiently well and
decoding is successful, an ACK is generated and the transmitter tries to schedule the next
payload. If the NACK is received, then more encoding bits (different from the previously
transmitted ones) are sent in the second transmission attempt. The process continues
until ACK is received or all the encoded bits are consumed. In essence, the transmitter
uses a progressively lower rate code by implicitly learning the channel conditions via
ACKs and NACKs.

Another HARQ technique with soft combining is Chase combining where, unlike the
incremental redundancy, the same encoded bits (or a subset of them) of the original
transmission are retransmitted. Hence, there is no attempt to match the transmission
rate to the channel capacity. However, also different from the traditional approach, the
received bits from the previous failed transmissions are not discarded. Instead, they
are combined and decoded together. Thus, the attempt is to accumulate enough signal
strength over time. Clearly, this approach has better reliability than the traditional one,
but cannot beat the incremental redundancy in terms of reliable communication under a
given rate and power constraint unless poor codes are used.

14.3.1.2 Network coding
Unlike HARQ techniques, a separate body of work under the category network coding
combines MAC scheduling for multiple unicast sessions with linear coding across the
sessions to take advantage of the broadcast medium [27, 33–36]. Network coding in
general refers to the notion that an intermediate node can apply arbitrary encoding
operations on incoming payloads across multiple interfaces and/or flows to generate
outgoing packets. In the context of wireless networks, the AP/BS is an intermediate
node that can mix data from different flows destined for different users. Figure 14.5
pictorially shows a simple example of how network coding can assist in achieving
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Figure 14.5 Coding and scheduling can be used together efficiently to improve the reliability of
multiple unicast sessions.

reliable communication with less overhead than classical retransmission strategies. In
this example, transmitter WG serves users A, B, and C over the same wireless channel.
WG has already transmitted packets P1 to A, P2 to B, and P3 to C once and they
are correctly received at all receivers but the intended ones owing to channel errors.
Since no ACKs are received back, these packets are still waiting in the corresponding
user buffers at the transmitter site. All users are tuned to the same channel, thus they
can listen in promiscuous mode and store the packets transmitted for other receivers,
e.g., A stores P2 and P3. Clearly, packets P1, P2, and P3 are to be retransmitted.
Traditionally, WG retransmits each packet separately. Instead, in network coding packets
from multiple flows are combined by simple linear XOR operations. In the example,
WG sends an encoding P which is generated by bit by bit XORing of three packets
P1, P2, and P3. Now, A already has P2 and P3. If it receives P correctly, then
it can recover P1 as a result of X O R(P, P2, P3). Similarly, B can decode P2 by
computing X O R(P, P1, P3) and C can decode P3 by X O R(P, P1, P2). With single
retransmission, all three packets that were lost in the original transmissions can be
recovered as opposed to three retranmissions without coding. To achieve such an efficient
coding, however, transmitters have to know which packets have been received at which
receiver, implying that users have to ACK or NACK all the received packets, including
those for which they are not the intended receivers. In the example, B must send ACKs
for P1 and P3 that belong to A and C’s unicast sessions, respectively. This feedback
requirement is not a trivial matter from the overhead and signaling requirements point of
view. The feedback overhead can be reduced substantially if proper feedback suppression
techniques are employed. One approach is to have a probabilistic model based on CSI
feedbacks and have an estimate of which packets might have been received correctly at
different users. Another approach is to have the ACK feedback not per packet basis but
per frame basis during which multiple packets are transmitted.

The idea of protecting multiple unicast flows using FEC itself is not a new technique
and predates approaches labeled under network coding. Especially for video broad-
cast and multicast systems, several standard solutions exist that make use of Raptor
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Figure 14.6 Opportunistic multicasting with erasure coding can be used together to boost up the
per user throughputs while achieving reliable delivery of the multicast source information.

codes, Reed–Solomon codes, or simple 1D, 2D interleaved parity FEC [17,26] adopted
in standard bodies such as 3GPP, DVB, etc. These solutions, however, mainly target
application layer protection for a particular media type and are typically statically con-
figured (e.g., coding overhead, number of sessions being supported, coding scheme).
In contrast, network coding penetrates the link scheduling decisions and is capable of
improving the reliability of the MAC layer across heterogeneous sets of flows by making
on-the-fly coding decisions based on physical layer and link layer feedbacks. Going
back to Figure 14.5, if A did not receive P3 and C did not receive P2, WG could send
X O R(P1+ P2) first followed by P3 so that A and B can decode P1 and P2, respec-
tively, after the first retransmission and C can have P3 in the latter retransmission. This
optimization of what combination of packets shall be XORed and sent in what order
often turns out to be NP-complete [36]. Several heuristic techniques in the context of
rate-distortion optimization [33], minimum number of retransmissions [36], and Markov
decision process (MDP) [44] are proposed.

14.3.2 Multicast case

Coding introduces interesting gains and tradeoffs into the scheduler design for multicast
sessions as well. As already covered earlier in the chapter, targeting a subset of users
in a given multicast group based on channel opportunities substantially improves the
throughput of each user in the group. However, such a strategy creates an artificial
erasure channel that is controllable by the transmitter. Targeting a smaller subset of
receivers is equivalent to creating an erasure channel with a higher erasure rate.

Consider the case where multicast information is divided into frames of l equal-length
source blocks (see Figure 14.6). An (m, l) block code with rate r = l/m, produces m
encoding blocks from l original message blocks. If the code has the maximum distance
separable (MDS) property, then it is an efficient code in the sense that the decoder can
recover the original l blocks from any of the l blocks received out of the m encoding
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blocks [17]. As opposed to fixed-rate codes, a rateless code can generate as many
encoding blocks as needed (i.e., m is not fixed by construction) [18, 19]. However, the
down side is that the encoding blocks are generated in a probabilistic fashion with
very low probability of repetitions. Thus, recovering the original l blocks becomes a
probabilistic event. In reference [26], the authors provide a tight performance expression
on failure probability for Raptor codes that is valid for block lengths l > 200:

Pf (m, l) =
{

1, if m < l
0.85× 0.567m−l , if m ≥ l

.

The above expression states that for l > 200 and m ≥ l, the performance is a function
of the coding overhead (m − l) and independent of the content size in number of blocks.
When m = l, unlike MDS codes, we are not guaranteed to recover the l original blocks.
On the contrary, we fail with a high probability of 0.85. The good news is that with
as few as 50 extra blocks, we can achieve Pf < 10−12, which as an overhead goes to
zero as l →∞. In practice one can use a very low-rate erasure code such that targeting
even lower-rate scenarios is not acceptable due to service constraints. However, this
comes at the expense of decoding complexity. Rateless codes can also be used as a
computationally efficient non-MDS fixed-rate codes by enforcing a rate limit.

Regardless of which coding mechanism is employed, the transmitter can set the
transmission rate in each slot to maximize the minimum throughput in a given multicast
group (min-max fairness) and schedule the encoding blocks instead of the original source
blocks. Unlike the network coding case presented in the earlier section, the sender is not
required to know which user successfully received what particular blocks as long as each
user receives a sufficient number of encoding blocks. Each receiver can send back an
ACK when it has accumulated enough encoding blocks. Once the transmitter receives
ACKs from all the receivers, it can proceed with the encoding blocks generated from
the next frame. This mode of operation is elastic in the sense that the frame length in the
number of blocks is fixed, but the frame duration in seconds is variable to achieve full
reliability. This mode of operation can be feasible for video on demand type applications,
but not properly for the multicast content with rigid per frame delay requirements. In
such cases, the throughput gains should be accompanied by reliability performance, e.g.,
frame error rate per user.

Consider a general setup where the frame length is i slots as in the figure and reflects
the worst-case delay constraint. If the opportunistic scheduler targets best L users out
of N at each slot t resulting with rate decision R[t] (i.e., number of blocks per slot),
one can express the average system rate within a frame as R = 1

i

∑i
t=1 R[t]. Each

user k in return receives a long-term rate Rk = 1
i

∑i
t=1 R[t] · I {Rk[t] ≥ R[t]}. If the

worst rate in the system is Rmin,L = mink Rk , then applying an erasure code with rate

re = Rmin,L

R
and setting l = Rmin · i would guarantee that all the receivers can recover the

original frame in its entirety and deliver at rate Rmin,L . The goal is to find L = L∗ such
that L∗ = arg maxL Rmin,L . Unless simplifying assumptions are done, this optimization
is a hard problem, since it requires the knowledge of many unknowns including the
future information on CSI and the scheduler decisions. One simplifying assumption
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is to focus on the user orderings and channel conditions that makes it possible to
completely characterize the distribution of a particular user becoming one of the “best”
L users at each time slot in an independent and identical fashion across time slots. In
reference [16], the ordering of users is done with respect to their instantaneous channel
capacities divided by the mean channel capacities. Equation (14.5) provides long-term
throughputs achieved by the scheduling rule that targets the top L users when all the
users have the same mean capacity and Rayleigh fading. In principle, one can derive
the distributions of ordered random variables supported with arbitrary independent
distributions and numerically compute re = Rmin,L/R for large frame lengths, i.e., in
a delay tolerant system. For shorter frame durations, a more reasonable approach is to
model the user with the worst channel conditions and characterize its probability (pmin,L )
of being among the best L users after the normalization. Then, the problem reduces to
an erasure channel with bursty packet losses for which a code rate re has to be picked
to satisfy a frame error rate constraint. Note that the packet losses are bursty, because
in one time slot, more than one encoding block might be transmitted depending on
the transmission rate. Under i.i.d. channel assumptions, one can use pmin,L � pL = L

N
and furthermore the burst length (i.e., number of encoding blocks lost in a burst) are
independent from each other across time slots. Burst length b ∈ {1, bmax } in a slot
depends on the actual transmission rate R[i] and can be derived from the distribution of
R[i] which in return depends on the ordered statistics of the channel gains and parameter
L . Let η and e represent the number of erasure bursts and total number of erasures in a
frame duration, respectively. The frame error rate (FER) then can be expressed as:

F E R = 1− Pr{e ≤ (m − l)}

= 1−
m−l∑
j=0

Pr{e ≤ (m − l)|η = j}Pr{η = j}

= 1−
m−)∑
j=0

Pr{e ≤ (m − l)|η = j}
(

m

j

)
(1− pL ) j pm− j

L

= 1−
m−l∑
j=0

(
m

j

)
(1− pL ) j pm− j

L

∑∑ j

z=1
bz≤m−l

(
Pr{b = b1} × · · · × Pr{b = b j }

)

Thus, at least for known i.i.d. channel conditions, the FER for scheduling best L users
after normalization can be numerically computed. For a given FER constraint system,
designers can then search for L that maximizes the throughput (e.g., see (14.5)) over the
constraint satisfying set using the formulation above.

Figure 14.7 shows the simulation results for i.i.d. Rayleigh channel with 10 dB average
SNR for a multicast group size of 10 users. The frame length is assumed to be 100 slots
and channel capacity is assumed to be attained. The rates on the figures are the minmax
rates across the users. The average rate in the figure represents the average across many
frames (representing the optimum goodput that can be attained in an error-free fashion)
whereas the 99% curve represents the rate at which any user is able to attain that
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Figure 14.7 10 receivers in a multicast group with a frame duration of 100 slots. Targeting FER
of 0.01 results in throughput losses (from reference [16], c© 2008 IEEE).

throughput for 99% of the frames, i.e., the FER constraint is 10−2. To attain a higher
reliability for a given frame duration, goodput gains must be sacrificed by increasing the
coding gain.

As mentioned earlier, the main reason for imposing a frame structure is to limit the
decoding delay (and also buffering requirements) when erasures occur. Since oppor-
tunistic multicasting is equivalent to a high erasure rate channel, this limitation might
seem a fundamental one. In fact, however, it is not a fundamental limit once addi-
tional constraints and/or side information are introduced into coding decisions. In the
remaining part of this section, we highlight two interesting directions.

14.3.2.1 Delay efficient MDS codes
One promising approach is to still operate on a fixed coding strategy, where the encoding
blocks are generated in a predetermined fashion and in a particular order. As we know
from MDS codes or rateless codes, once a burst of blocks is lost in a frame, one can
recover each of the packets lost after receiving m encoding blocks. With systematic
codes, the first m encoding blocks are exactly the same as the m source blocks and
enjoy no decoding delays when there are no losses. Even when the very first encoding
block of a frame is lost, there are no partial recovery guarantees that will allow earlier
decoding of such source blocks. When the application or transport layer (e.g., TCP)
has a strong dependency on the earlier packets, even if the other source blocks with
higher sequence numbers than a lost packet are received successfully, they cannot be
immediately processed. They have to wait for successful reception of the lost packet for
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further processing. Some relatively recent coding techniques [17] achieve the minimum
possible recovery time for a lost source block by modifying Reed–Solomon (RS) codes
under the constraint that there is a single burst hitting the frame and the length of the
burst is known. Specifically, the authors in reference [17] prove that a rate re encoder

requires a minimum decoding delay of τ such that τ ≥ b ·max
[
1, re

(1−re)

]
to be able

to correct an erasure burst of length b. RS codes are suboptimal in this sense and
reference [17] constructs a family of codes that are maximally short codes (MSCs)
achieving this lower bound. Unfortunately, in opportunistic scheduling techniques that
order users with respect to normalized instantaneous capacities, these constraints are not
realized. For i.i.d. channels with relatively long delay constraints, RS codes do not suffer
much when losses due to delayed packets and packets lost due to channel errors are
combined. For more bursty channels and fewer i.i.d. characteristics, MSCs outperform
the regular RS codes. These observations make it plausible to develop techniques that
create a closed-loop system at the transmitter: the scheduler keeps track of which users
are scheduled based on the CSI during each frame and controls the burst lengths and
burst separations in accordance with the burst requirements of the code being utilized.

14.3.2.2 Delay efficient adaptive codes
Another promising approach is to eliminate the fixed frame length structure and directly
operate under the per packet delay constraints. Similar to the techniques developed in the
context of network coding, but mainly relying on the received CSI information and past
scheduling decision, the transmitter can keep track of who received which blocks and
dynamically update how the encoding is performed. When the delay targets are loose,
more opportunistic use of channels and when delay targets get stringent resorting to the
coding techniques may indeed strike a good balance. These issues of combining erasure
coding and scheduling (i.e., rate adaptation in the multicast setup) are still subjects
of open research problems and more mature, low-complexity, general techniques are
needed for adoption in standards and real-world deployments.

14.4 Media quality driven scheduling

The media, particularly video traffic, has seen a tremendous increase in data networks and
it will be one of the key payloads for wireless communication as well. Numerous works
in the literature have investigated the reliability for multimedia. Today there exists a very
effective set of tools developed as part of the source coding, channel coding, and joint
coding domains to improve the video quality against losses in end-to-end and per link
perspectives [41, 42]. Prevention of error propagation across frames, application layer
FEC, error concealment, scalable coding, and multiple description coding are among
the solutions that reflect the application layer methods to provide reliability. Given
such higher layer protection mechanisms on the content, targeting very tight reliability
guarantees at the MAC and PHY layers for media traffic might not be needed. This is
especially critical because there is a direct tradeoff between reliability and throughput.
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Scheduling and medium access layer have a unique role in the communication stacks
since they make the ultimate decisions as to which flows are to be favored in space, time,
and spectrum. Creating service classes across different flows to prioritize between them
and provide service guarantees in terms of short-term or long-term flow rates is a quite
mature topic that generates many results and solutions. Similarly, the impact of individual
packets on objective as well as subjective video quality and prioritization among the
packets of a single flow accordingly have also been popular research topics [37, 38].
The important point here is that many studies do not naively assume that lost packets
are irreplaceable. On the contrary, to assess the impact of lost packets, they actually
incorporate various standard error-concealment techniques that patch the missing macro-
blocks in a video frame from the neighboring macro-blocks and the neighboring frames
after motion compensation. In real-time media, delivery delays are quite critical and
packets that arrive later than the playback deadlines are as bad as packet losses. Based
on these observations, schedulers can be more preemptive in recognizing congestion
and delay constraints as well as channel situations in order to drop packets intelligently
without creating too much degradation in application quality. Such a strategy can provide
substantial benefits over widely employed queuing practices that are agnostic to different
packets in a flow and simply adopt tail-drop or head-of-line drop policies. The main
problem of employing such strategies is that it is not possible for schedulers to inspect
the content of each packet and derive the implications on the application performance.
Signaling the packet importance and inter-dependencies in a compressed fashion in
packet headers might be a feasible solution in theory, but in large-scale networks adopting
such generally acceptable sets of policies universally is not easy to achieve. Short-range
radio communications as part of consumer electronics and localized network needs,
however, can be arbitrarily customized and proprietary solutions can be relatively more
easily integrated.

Even when the scheduler knows about (i) the current channel state of various receivers,
(ii) the impact of each packet on the video quality in a quantifiable manner (e.g., how
much distortion penalty it incurs), and (iii) the delay budget (i.e., how much playback
buffer time has remained), taking advantage of channel opportunities in a distortion
fair fashion is a challenging problem. The existing literature mostly treats the wireless
channel decisions as an independent entity from the scheduler’s point of view and
optimizes the video distortion (within or across flows) under fully or partially observed
channel conditions (e.g., through observing past loss events, via known Markov or hidden
Markov models, online learning, etc.) to take one-step actions in terms of what packet
(or what encoding of multiple packets) to send [27, 33, 43, 44]. Carrying these works
over to the opportunistic scheduling for multiple unicast flows and multicast flow cases
is not a straightforward effort and requires solutions that are robust and not excessively
complex.

One interesting direction in the context of opportunistic multicasting might be the
incorporation of source coding ideas into the framework. In the opportunistic multi-
casting scenarios, we have already noted that several throughput fair methods do exist,
but they cannot be directly translated into throughput gains. Via erasure coding, we
have shown that at least for min-max fair opportunistic multicast scheduling, there is
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no gap between throughput and goodput. Nonetheless, when we operate over finite
frame lengths or under non-i.i.d. conditions, min-max fairness is not good enough due
to the fact that users with better channel conditions in a given frame are scheduled
more often than others observing different erasure rates. Especially under non-i.i.d.
conditions, the difference between the best and worst throughput gains in a multicast
group is substantial [16]. One key source coding idea is the successive refinement,
where every extra received information optimally follows the rate–distortion tradeoff.
Using such an encoder/decoder pair at the application layer naturally bridges the gap
between throughput and goodput. One can just send out source blocks at the scheduler
layer. Unfortunately, successive refinability [45] results apply to certain source types
(e.g., Gaussian source) under certain distortion measures (e.g., mean-square error) and
the treatment is vastly information theoretical. A bigger obstacle is, however, that by
definition, successive refinement requires availability of all the earlier packets. In prac-
tice, standards such as H.264 support scalable video coding (SVC) which provides a
more limited refinement where the video is divided into a base layer and one or more
enhancement layers. To decode the content with an acceptable quality, the base layer
must be received. As more enhancement layers are received, the content quality grad-
ually improves. One can design an opportunistic multicasting scheme under non-i.i.d.
conditions that simply attempts to differentiate between the base layer and enhancement
layers by first focusing on pushing the enhancement layers when relatively bad users are
not in the scheduled list (e.g., the transmission rate is set relatively high) and pushing the
core layer when such users are also scheduled (e.g., the transmission rate is set relatively
low).

Another alternative is to employ multiple description codes (MDC) that divide the
source into multiple streams and any subset of these streams can be combined to achieve
a lower distortion than the individual streams would achieve [39,40]. The main problem
with MDC in general is that a distortion penalty is paid up front and unless there are
substantial loss probabilities, such a penalty is not desirable. Fortunately, opportunistic
multicasting provides a scenario with high loss rates and indeed MDCs might be useful.
The problem, however, is that the scheduler has to make sure that some descriptions
are fully received, since many descriptions each partially received do not bring much
gains. This makes the scheduling job harder than the SVC case. Another important
criterion is that the opportunistic scheduling gains must compensate for the rate ineffi-
ciencies of MDC. Another problem with MDC is that they are not as commonly used
as SVC. More advanced ideas can combine unequal error protection (e.g., using the
PET scheme [30]) with SVC to realize the impact of MDC. The PET scheme takes
multiple blocks of different lengths and the desired performance guarantee (i.e., how
many packets are needed to recover a particular block) as inputs and generates a stream
of encoding blocks with minimum coding overhead to deliver the desired performance
guarantees. In other words, the scalable video combined with unequal error protection
at the scheduling layer can replace the equal error protection erasure coding described
in the previous section. Again, the system designer must make sure that the oppor-
tunistic multicasting gains in throughput are much higher than the overhead of the PET
scheme.
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14.5 Summary

In this chapter we have covered reliability from the perspective of the scheduling layer.
Reliability at the core of the matter is an application layer dependent requirement.
In wireless systems, the MAC and scheduling layer orchestrates how the spectrum
resources are allocated and shared. As such, it is not surprising to see that this layer gets
more sophisticated with decisions based on CSI and service classes. The availability of
CSI for different receivers at the transmitter side makes it possible to take advantage of
good channel states and push more information at the desired reliability level. This con-
cept of multiuser diversity or opportunistic scheduling has been one major topic covered
in the chapter. The topic has broadly been treated both in the context of unicast as well
as multicast scenarios. Another important topic covered in the chapter has been the vital
role FEC played at the scheduling layer. In unicast scenarios, HARQ as well as network
coding have been briefly overviewed. In multicast scenarios, the emphasis has been more
on how coding is essential for opportunistic channel access for turning the rate gains into
goodput gains by recovering the original source information. The tradeoffs involved and
why a good system design for delay sensitive application is in general a hard problem
have been addressed along with some solution frameworks and suggestions under
simplified channel models. In the last part of the chapter, we have briefly overviewed
media-driven scheduling to highlight some of the existing state of the art and to connect
the ideas back to opportunistic scheduling, particularly the multicasting case.
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