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Abstract—Magnetic recording systems employ conventional 
timing recovery to synchronize the sampler with the readback 
signal.  However, conventional timing recovery does not perform 
well when the timing error is large.  This paper proposes the bi-
directional timing recovery, which utilizes conventional timing 
recovery to sample the readback signal both in forward direction 
and in backward direction.  The outputs of these two operations 
are averaged and sent them to the Viterbi detector to determine 
the most likely input sequence.  Results indicate that the bi-
directional timing recovery performs better than conventional 
timing recovery, especially when the timing error is large. 

Keywords- Bi-directional timing recovery; conventional timing 
recovery; perpendicular recording; timing error. 

I.  INTRODUCTION 
Timing recovery is the process of synchronizing the sampler 

with the received analog signal.  Sampling at the wrong times can 
have a devastating impact on overall system performance.  
Therefore, the quality of synchronization is very important for all 
applications.  Practically, magnetic recording systems employ the 
conventional timing recovery with a 2nd-order phase-locked loop 
(PLL), which consists of a timing error detector (TED), a loop 
filter, and a voltage controlled oscillator (VCO), as illustrated in 
Fig. 1.  

Many timing recovery systems have been proposed in the 
literature [1], [2], [3].  Most of them can be categorized into two 
types, namely deductive timing recovery and inductive timing 
recovery, depending on where the timing information embedded 
in the received analog signal is extracted [1].  Specifically, the 
deductive (or feed-forward) timing recovery extracts the timing 
information before the sampler, whereas the inductive (or 
feedback) one extracts the timing information after the sampler.  
However, both timing recovery architectures utilize a PLL to find 
the location to sample the received signal.  Because the inductive 
timing recovery is widely used in many applications [1], it will 
then be referred to as conventional timing recovery, whose 
architecture is shown in Fig. 1. 

This paper proposes a simple timing recovery architecture, 
which consists of two timing recovery blocks running in parallel 
as depicted in Fig. 2.  The first block (i.e., branch A) employs a 
conventional timing recovery to sample the readback signal, 
while the second block (i.e., branch B) reverses the whole 
readback signal before passing the reversed readback signal to 

conventional timing recovery.  The outputs of the two timing 
recovery blocks are averaged and sent the resulting sequence to 
the Viterbi detector (VD) to determine the most likely input 
sequence.  We refer to the proposed timing recovery 
architecture as “bi-directional timing recovery.” It can be seen 
in simulations that the bi-directional timing recovery can help 
improve the system performance if compared to conventional 
timing recovery. 

This paper is organized as follows. Section II describes our 
channel model and explains how conventional timing recovery 
works.  The bi-directional timing recovery scheme is described 
in Section III, and its performance is compared with 
conventional timing recovery in Section IV. Finally, Section V 
concludes this paper. 

II. SYSTEM DESCRIPTIONS 
We consider the perfectly equalized PR-II channel model 

shown in Fig. 2, where the readback signal can be written as 

( ) ( ) ( )
1

0

L

k k
k

s t a h t kT n tτ
−

=

= − − +∑ ,                  (1) 

where ka ∈ { }1± is an input data sequence of length L with bit 
period T , ( )h t = ( ) 2 ( ) ( 2 )p t p t T p t T+ − + − is a PR-II pulse, 

( ) sin( / ) /( / )p t t T t Tπ π= is an ideal zero-excess-bandwidth  
Nyquist pulse, and ( )n t is additive white Gaussian noise 
(AWGN) with two-sided power spectral density N0/2. The 
timing offset, kτ is modeled as a random walk model [4] 
according to 
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Figure 1. A conventional timing recovery system.
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where wσ determines the severity of the timing offset. The 
random walk model is chosen because of its simplicity to 
represent a variety of channels by changing only one parameter. 
We also assume perfect acquisition by setting 0 0τ = . 

At the receiver, the readback signal ( )s t is filtered by an 
ideal low-pass filter (LPF), whose impulse response is ( ) /p t T , 
to eliminate the out-of-baud noise, and sampled at time ˆkkT τ+ , 
creating  

( ) ( )ˆ ˆ ,f f f
k k i k i k

i

y y kT a h kT iT nτ τ τ= + = + − − +∑      (3) 

where k̂τ is the receiver’s estimate of kτ , and kn is i.i.d. zero-

mean Gaussian random variable with variance 2
nσ 0 /(2 )N T= . 

Conventional timing recovery is based on a PLL as shown in 
Fig. 1.  A decision-directed TED [1] computes the receiver’s 
estimate of the timing error ˆk k kε τ τ= −  using the well-known 
Mueller and Müller (M&M) TED algorithm [5] according to  

{ }1 1
6ˆ ˆ ˆ ,
40

f f f
k k k k k

T y r y rε − −= −                         (4) 

where k̂r is the k-th estimate of the noiseless channel output 
obtained from the symbol detector.  The constant 6T/40 
assures that there is no bias at high signal-to-noise ratio (SNR) 
so that ˆ[ ]kE ε ε ε=  (see a proof in Appendix).  Note that the 
symbol detector used in the timing loop is the VD with a 
decision delay of 4T.  Because perfect acquisition is assumed 
and our model has no frequency offset component, the 
sampling phase offset is then updated by a 1st-order PLL 
according to 

1 ˆˆ ˆk k kτ τ αε+ = + ,                               (5) 
where α is a PLL gain parameter [1].  Eventually, the VD 
performs maximum-likelihood equalization to determine the 
most likely input data sequence, ˆka . 

III. BI-DIRECTIONAL TIMING RECOVERY 
The key idea of bi-directional timing recovery is to sample the 

readback signal both in forward direction and in backward 
direction.  Specifically, for forward direction (i.e., branch A), the 
readback signal is sampled by the same conventional timing 

recovery as explained in the Section II to obtain a sequence f
ky .  

Nonetheless, for backward direction (i.e., branch B), the whole 
readback signal is reversed to obtain the reversed signal 

( )by t before passing it to conventional timing recovery to 

obtain a sequence b

ky . 

The signal ( )by t is sampled at time ˆb
kkT τ+ to obtain 

( )ˆ ,b b b
k ky y kT τ= +                                (6) 

where ˆb
kτ is the k-th sampling phase offset in backward 

direction.  Note that to sample the reversed signal ( )by t , we 

set 0ˆ ˆb f
Lτ τ= − , where 0ˆ

bτ the first sampling phase is offset in 

backward direction and ˆ f
Lτ is the last sampling phase offset in 

forward direction.  
We still use the M&M TED algorithm to compute the estimate 

of the backward timing error, b
kε , which can be obtained by 

{ }1 1
6ˆ ˆ ˆ .
40

b b b
k k k kk

T y r y rε − −= −                          (7) 

Then, the next sampling phase offset in backward direction is 
updated by a 1st-order PLL according to 

1 ˆˆ ˆb b b
k k k

τ τ αε+ = + ,                                  (8) 
where the same PLL gain parameter, α , is employed. 

Because conventional timing recovery in forward direction 
produces a set of { }ˆ,f f

k ky τ and that in backward direction also 

produces a set of { }ˆ,b b
k ky τ  there are two options to exploit this 

information to improve the performance of synchronization.  The 
first option is to find the averaged sampling phase offset 
according to 

( )ˆ ˆ ˆ0.5 .f b
k k kτ τ τ= +                               (9) 

Then, we resample the readback signal ( )y t using a set of 

{ }k̂τ to obtain ( )ˆk ky y kT τ= + . However, to reduce the 

complexity, we can directly average the sampler outputs { },f b
k ky y  

according to 

( )0.5 .f b
k k ky y y= +                            (10) 

Consequently, a sequence { }ky is sent to the VD to perform  
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Figure 2. A perfectly equalized PR-II channel model with bi-directional timing recovery. 
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Figure 3. An algorithm of bi-directional timing recovery. 
 
sequence detection. Based on extensive simulations, we found 
that bi-directional timing recovery based on both options yields a 
similar result.  Therefore, in this paper, we will consider only bi-
directional timing recovery based on the second option because it 
has less complexity if compared to the first option.  Fig. 3 shows 
the algorithm of bi-directional timing recovery, which will be used 
to compared the performance with the conventional timing 
recovery in Section IV. 

IV. NUMERICAL RESULTS 
We consider the system in moderate and severe timing 

offsets (i.e., /w Tσ = 0.7% and /w Tσ = 1.2% ). We employ 
the PLL gain parameter,α , designed to recover phase change 
within C = 100 symbols based on a linearized model of PLL [1], 
assuming that the S-curve slope [1] is one at the origin, and there 
is no noise in the system.  Theα designed for the delay of 4T is 
0.027.  We also assume that one data packet consists of 4096 data 
bits.  The performance of different timing recovery schemes will 
be compared in terms of the root mean square (RMS) timing error, 

( )2ˆ
k kEεσ τ τ= −⎡ ⎤

⎣ ⎦ , where [ ]E i denotes the expectation 

operator, and the bit-error rate (BER). 
We first compare the performance of different schemes at 

moderate timing offset, i.e., /w Tσ = 0.7% , by plotting 
/Tεσ performance as a function of per-bit SNRs 0( / 's)bE N in 

decibel (dB), as depicted in Fig. 4, where the curve labeled 
“Trained PLL” is conventional timing recovery whose PLL has 
access to all correct decisions, thus serving as a lower bound for 
all symbol-rate timing recovery schemes that are based on PLL.  
Clearly, the bi-directional timing recovery yields lower RMS 
timing error than other (symbol-rate) timing recovery schemes.  
This might be because the bi-directional timing recovery can be 
viewed as oversampled timing recovery [6] that oversamples the  

 
readback signal by twice the symbol rate to get more timing 
information to perform synchronization. Fig. 5 compares the 
RMS performance of different timing recovery schemes at 
severe timing offset, i.e., /w Tσ = 1.2% .  
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Figure 6. BER performance of different timing recovery  

schemes at /w Tσ = 1.2% . 
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Figure 5. RMS performance of different timing recovery  

schemes at /w Tσ = 1.2% . 
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Figure 4. RMS performance of different timing recovery  

schemes at /w Tσ = 0.7% . 
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Again, the bi-directional timing recovery still performs better 
than other timing recovery schemes in terms of / Tεσ . In 
addition, we can see that the performance gain obtained from the 
bi-directional timing recovery increases as the severity of the 
timing offset, /w Tσ , increases (see Fig. 4 and Fig. 5). We also 
compare the BER performance of different timing recovery 
schemes at /w Tσ = 1.2% as depicted in Fig. 6, where the curve 
labeled “Perfect timing” represents the conventional timing 
recovery system that uses ˆk kτ τ=  to sample ( )y t . It is evident 
that the bi-directional timing recovery has lower BER than 
conventional timing recovery.  Specifically, at BER = 10-4, the bi-
directional timing recovery provides a performance gain of 0.2 dB 
and 0.3 dB over the Trained PLL and the conventional timing 
recovery, respectively. 

V. CONCLUSION 
In this paper, we propose the bi-directional timing 

recovery for magnetic recording systems, which utilizes the 
conventional timing recovery to sample the readback signal 
both in forward direction and in backward direction.  
Simulation results show that the bi-directional timing recovery 
performs better than the Trained PLL and the conventional 
timing recovery, especially when timing error is large.  This 
might be because the bi-directional timing recovery acts as the 
oversampled timing recovery, which oversamples the 
readback signal by twice the symbol rate to get more timing 
information to perform synchronization.  The more the timing 
information, the better the quality of synchronization. 

APPENDIX 
In this section, we will show that the S-curve slope [1] of a 

PR-II channel is 40/6T.  The S-curve of a PR-II channel can be 
computed from 

TED 1 1

1 1

1 1

ˆ ˆ ˆ( ) , ,

,

k k k k k

k k k k

k k k k

S E r r r r

E y r y r

E y r E y r

ε ε ε − −

− −

− −

⎡ ⎤= = =⎣ ⎦
= −⎡ ⎤⎣ ⎦
= −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦

              (11) 

where [ ]E i is the expectation operator.  For a PR-II channel, 
the noiseless channel output is given by 

  ,1 22k k k kr a a a− −= + +                           (12) 
and the sampler output can be expressed as 

[sinc( ) 2sinc( )

sinc( 2 )],

ik
i

y a kT iT kT T iT

kT T iT

ε ε

ε

= − + + − − +

+ − − +

∑      (13) 

where sinc( )t is a sinc function.  Given (12) and (13), the first 
term in (11) can be expressed as 

1[ ] sinc( ) 4sinc( ) 6sinc( )
4sinc(2 ) sinc(3 ),

k kE y r T T
T T
ε ε ε

ε ε
− = − + + + +

+ + + +
     (14) 

and the second term in (11) can be written as 
1[ ] sinc( ) 4sinc( ) 6sinc( )

4sinc( 2 ) sinc( 3 ).
k kE y r T T

T T
ε ε ε

ε ε
− = + + + − +

+ − + + − +
       (15) 

Substituting (14) and (15) into (11) yields 

TED

sin( ) sin( )
( ) 4

3 2

sin( ) sin( )
5 5

sin( ) sin( )
4

2 3
.

T T
S
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π επ π επ

= −
+ +

+ −
+ − +

+ −
− + − +

            (16) 

Assuming that ε  is very small, (16) can be rewritten as 
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sin( )
( )

3
sin( ) sin( )
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sin( ) sin( )
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sin( )4
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επ
π

≈

+ +

− +
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−

                (17) 

The S-curve slope can be obtained by differentiating (17) with 
respect to ε , i.e., 

( )TED 40 cos .
6

S
T T T

ε π επ
ε

∂ ⎛ ⎞= ⎜ ⎟∂ ⎝ ⎠
                   (18) 

Then, the S-curve slope of a PR-II channel can be obtained by 
setting 0ε = in (18), i.e., 

( )TED 40 .
6

S
T

ε
ε

∂
=

∂
                             (19) 

As a consequence, the estimated timing error ˆkε must be scaled 
by 40/6T so as to make the S-curve slope to be one at the 
origin.  That is the ˆkε must be computed from 

1 1
6ˆ ˆ ˆ ,
40k k k k k
T y r y rε − −= −⎡ ⎤⎣ ⎦                      (20) 

as given in (4). 
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