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Abstract—A conventional receiver performs timing recovery focus on asimplechannel model, namely a perfectly equalized
and equalization separately. Specifically, conventional timing partial response (PR) channel model. Then, we investigate the

recovery is based on a phase-locked loop that relies on the pgp_pased timing recovery scheme in detail and compare its
decision provided by its own symbol detector. We propose a f ith fi | sch

new timing recovery scheme_ b_ased orper-survivor pro_ces_sing per olrmance \_N' CO”YG” lonal schemes. . .
(PSP) that jointly performs timing recovery and equalization This paper is Organ'zeq as follows. Se?tlon “. d?SC“beS our

for uncoded partial response channels. In the proposed scheme,channel model and explains how conventional timing recovery

each survivor of the Viterbi algorithm maintains its own estimate  works. The PSP-based timing recovery scheme is described in
of the timing offset, and this estimate is updated according 10 gection |11, and its performance is compared with conventional

the history data associated with the survivor path. As compared timi in Section IV. Einally. Section V lud
to conventional timing recovery at BER = 10~*, the proposed Iming recovery in section 1V. Finally, section V- concludes

scheme can provide a 0.5 dB gain in SNR. this paper.
I. INTRODUCTION II. CHANNEL DESCRIPTION

Timing recovery is the process of synchronizing the samplerWe consider the perfectly equalized PR-IV channel model
with the received analog signal. The quality of synchronizatici!own in Fig. 1, where the readback signal can be written as

has a dominant impact on overall performance. L-1
Theoretically, joint maximume-likelihood (ML) estimation of s(t) = Z arh(t — kT — 1) + n(t), 1)
the timing offset and the data sequence is a preferred method k=0

of synchronization [1] but its complexity is prohibitive. Awhere q), ¢ {+1} is an input data sequence of length
solution based on the extended Kalman filters [2] is alsgith bit period T, h(t) = p(t) — p(t — 2T) is a PR-IV
complex. In practice, a conventional receiver performs timir}gﬂse, p(t) = sin(xt/T)/(xt/T) is an ideal zero-excess-
recovery and ML equalization separately, as shown in Fig. dandwidth Nyquist pulse, and(¢) is additive white Gaussian
Specifically, conventional timing recovery is based on a phasgise (AWGN) with two-sided power spectral densi¥y /2.
locked loop (PLL) [3] that relies on the decision provided byhe timing offset,r;,, is modeled as a random walk model
a symbol detector, which can be either a Viterbi detector [4kcording tor,,; = 7, + A(0,02), whereo,, determines
with a short decision delay or a memoryless multi-level slicejae severity of the timing offset. The random walk model
However, the former has a fundamental trade-off between faechosen because of its simplicity to represent a variety of
rellablllty and the decision delay, whereas the latter mlght yielghanneb by Changing 0n|y one parameter_ We also assume
an unreliable decision. . N . perfect acquisition by setting, = 0.

To overcome this drawback, a reliable decision watiro At the receiver, the readback signat) is filtered by a low-
decision delay can be extracted by utilizing the already-giveyss filter, whose impulse response(s)/7’, to eliminate the

information inside the trellis structure [4]. Specifically, eacRyt-of-band noise, and sampled at titki€ + 7, creating
state transition in the trellis uniquely specifies a corresponding

symbol. Then, at least one state transition in each trellis stagtt = ¥(*T +7%) = Y aih(kT + 7, —iT — ;) + n, (2)

will correspond to the correct decision. Utilizing that decision i

for the timing update operation will improve the performancehere7; is the receiver’s estimate of,, andn,, is i.i.d. zero-

of timing recovery. The idea of using the information availablgean Gaussian random variable with variange= Ny/(27).

in the trellis to estimate other unknown parameters is known asConventional timing recovery is based on a PLL, which

per-survivor processingPSP) [5]. PSP has been employed igonsists of a timing-error detector (TED), a loop filter, and a

many applications, including channel identification, adaptiwsltage-controlled oscillator (VCO), as depicted in Fig. 1. A

ML sequence detector, and phase/carrier recovery [5]-[6]. decision-directed TED [3] computes the receiver’s estimate of
The PSP-based timing recovery scheme was develogbd timing errore;, = 7, — 73, using the well-known Mueller

in [7] for achieving fast convergence in magnetic recordingnd Miller (M&M) TED algorithm [8] according to

channels. Since the channel model used in [7] is complex, it is 3T

hard to fully explore its architecture. In this paper, we instead % =76 {UrTr—1 — Yr—171}, 3)
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Fig. 1. The perfectly equalized PR-IV channel model with timing recovery.

where7, is the k-th estimate of the noiseleshannel output | (1) |nitialize @ (p) = 0 for ¥p
ri € {0,+2}. The constanBT/16 assures that there is no
bias at high signal-to-noise ratio (SNR) so tHaE,] = e.
Because perfect acquisition is assumed and our model hag o3) Fork=0,1,....L+v —1
frequency offset component, the sampling phase offset is them4) Forg=0,1,...,Q -1

*(A-2) Initialize 7o (p) = 0 for Vp

updated by a first-order PLL according to *A5)  yr(p) = y(kT + #%(p)) for Vp
Frgp1 = Ti + g, (4) |A6) ok, q) = lyk(p) — #(p, q)|? for ¥p
(A-7) Trt1(q) = argming{®x(p) + o (P, 9)}

wherea is a PLL gain parameter [3]. Eventually, the Viterb

detector performs ML equalization to determine the most"® Prt1(a) = Pr(met1(a)) + pr(mita(a), 0)
likely input data sequence. (A-9) Sk+1(0) = [Sk(mk+1(a)) | Th41(q) ]
It is apparent from Fig. 1 that the total delay in the timing*(A-10)  #x41(q) = 7 (mk+1(q))

loop results from thedecision delay d, introduced by the +a 3T {yp (mpt1 (@) (i (mp11(0)), a1 (0))

symbol detector. The instantaneohiard decision(i.e., d = g (e (a1 (@)A1 (0), @)}

0) can be extracted by a simple ternary symbol—by—symbolA 1) End
decision with threshold at1, i.e., (A1) En
(A-12) End
2 ifyp >1 (A-13) Extracta from the survivor path that minimize® .,
T = -2 ifye< -1, (5)

Fig. 2. PSP-MM algorithm, where the lines beginning with * are the
additional steps beyond the conventional Viterbi algorithm.

but it might be very unreliable. An improved decision can be

obtained from the Viterbi detector with a (short) decision del
of d. This is done by choosing thgestsurvivor path at each
time instant, and then th&entative decisionr;_g4, is found

by movingd steps backward along that survivor path. Clearly, PSP-based timing recovery works in a similar fashion as the
there is a trade-off between the reliability and the decisiofii'P! algorithm does, except with an additional timing update

delay since reliability can be improved by increasing th@Peration. The key idea of PSP-based timing recovery is to

decision delay. However, a large delay is undesirable becag@g'Ple the received analog signal using different sampling
it slows the PLLs response to time-varying timing offsets. phase offsets associated with each state transition. Addition-

e_,Qlly, each survivor path has its own PLL to update the sampling
Qhase offset. For simplicity, we first restrict ourselves to the
M&M TED algorithm when performing the timing update
operation. As a result, we shall refer to the PSP-based timing
recovery scheme with the M&M TED as “PSP-MM.”

0 otherwise

a
IXSP-based timing recoverwhich jointly performs timing
recovery and ML equalization, as shown in Fig. 1.

Another solution to obtain a good decision with zero d
cision delay is to utilize the PSP technique, which will b
discussed in the next section.

I1l. PSP-BASED TIMING RECOVERY

PSP was first applied to the application of reduced-state ée- PSP-MM Algorithm

guence estimation [9]. The general PSP concept and its variou§ig. 2 shows the PSP-MM algorithm, where the lines begin-
applications were later introduced in [5]. PSP is a technique foing with * are the additional steps beyond the conventional
jointly estimating the data sequence and unknown parametéfierbi algorithm. The PSP-MM algorithm is explained below.
such as the channel coefficients, the carrier phase, and so forttConsider the PR-IV trellis structure in Fig. 3. L&, =
Note that the PSP concept is quite general because it resdits_; ax_>} denote thestate at time k (or the k-th stage.

in different solutions for a given application. In this paper, w&here are) = 2¥ = 4 states in this trellis labeled as state 0
apply PSP to develop a new timing recovery scheme callagistate 3, where is the PR-IV channel memory. Lép, ¢) be



le— k-th stage—»| at the next time instant. Consider the case where we are at

timek-1 k k+1 k+2 state 2 at time: + 1, we would know exactly that there will
0)-1-1 ® ° ~ be two state transitions emanating from this state, (&)
77, (1) @, (1) e and(2,1). Since_ these two futur_e channel outplﬁ@,()_) and
7. S, ’ 7(2,1), are available at timé:, it might be a good idea to
(1) 1-1e 1 d incorporate them for the timing update operation at time
\p\k( 2 To do so, we need to develop a TED algorithm that is able to
~ z use future information. One such TED algorithm can be found
() -1 1e Thia (2) @, (2° by minimizing the log-likelihood function of the samplégy }
A(3.2 \Tk+1 (2 s.2 [1] according to
2
3) 1 1e 7 (3)c o
K 4= L(y|t,e) = m— Y Tap((m—n)T —7+7)
— 1 yir, Y p
[f—=ve(m— I, 22

K — Zym Z Fup((m —n)T — 7 4+ 7)(6)

Fig. 3. The PR-IV trellis structure explaining how PSP-MM performs.
where K is a constant independent &f y,,, = y(mT +7), T

the state transitionfrom statep to stateg, and(p) denote a ' tsr:ﬁcaecwg Ia?rrgI23n?:]:?r?te’da\?viijtrlusaineerfgp1 fitdeZek algorithm

predecessofor statep at time k, defined as the starting :stateOnly # close tor is of interest. Thus, the timing error gignal '

associated with thbeststate transition. We defing (p) as the be obtained by diff i -t' 6 th 1o

k-th sampling phase offset for stateat time k, which is used can be obtained by differentiating (6) with respectrid.e.,

to sampley(t) at time k for the state transitions emanating OL(y|P,e) C o

from statep at time k, e.g.,yx(p) = y(kT + 7x(p)), where or B ;ym ;r”p((m n)T), 0

yx(p) is the k-th sampler output for state at time &. ' /
Consider thek-stage of the trellis. There are two .

transitions arriving at state 2 at time+ 1, i.e., (1,2) and which can be expressed as

(3,2). We first sampley(t) using 7 (1) and 7(3) to obtain (KT = 0 E=0

yx(1) andy(3), respectively. Next, we compute two branch p o L(-1)F otherwise -

8)
W
metricspy (1,2) andpy.(3, 2) according to (A-6), wheré(p, q) With a symmetric property, the estimated timing error at
is the channel output associated with q) y property, g

. . ' T,h,en’ the starting time 1 for four observations can be written as
state associated with the best state transition leading to state ril .

2 at timek + 1 is chosen according to (A-7). 6 = 180T Z Z
Suppos€1, 2) is the best state transition leading to state 2 at " 3086 £~ Ym e

time k+ 1 so thatr,41(2) = 1. The path metric for state 2 at 180T B B

timek+1, ®;41(2), is updated by (A-8), and the survivor path = —— {yp+1(Px — 0.5Fk—1 + Fr—2/3)

for state 2 at timé:+1, Sy.11(2), is extended according to (A- 3086(_A yf —0.5%_s)

9). Then, the next sampling phase offsat;(2), is updated Yk T’““A rk’{ R k=2

based on (A-10) using the information froBy.,;(2). This + Yk—1(0.5f k41 — P + Fr—2)

7e+1(2) will be used to samplg(t) at timek -+ 1 for the state + Yk—2(—Frs1/3 + 057, — Fr_1)}, 9)

transitions emanating from state 2 at tirhe- 1. We follow

these steps according to the Viterbi algorithm for an enti

received signal. Finally, the decision is made by choosing t

statdvhere p(kT) is the derivative ofp(t) evaluated at timeT,

v(\éhere we useyry1 = y(kT + T + 7;) assuming that the
Elming offset is slowly varying. The constanB807"/3086 is
itroduced to ensure that there is no bias at high SNR so that

survivor path that has the minimum path metric. € ; “ "
. . . . éx] = ex. We shall refer to this TED as “4S-TED,” where
Beyond the conventional Viterbi algorithm, PSP-MM need,%s,, stands for the samples taken from tithe- 2 to k + 1

new storage requirement for: 1) the sampling phase Oﬁs?ﬁ%t are used to compuég. Note that when using the samples

and 2) the sampler outputs. However, only sampling phagﬁly at timek — 1 and &, (9) reduces to the M&M TED (by

e Al L Lol ancpreoussages_gnong e contant frm of both TEDs)
' 9 ‘It is worth exploring the characteristics of both TEDs, which

Furthermore, it is clear that PSP-MM requires one PLL foran be determined by thiming function[3], defined as the

each survivor path. Thus, for a PR-1V channel, the complemﬁqean ofé;, assuming that all decisions are correct and the input

O.f t!ming recovery is four times the complexity of conventiona&ata symbols are uncorrelated with unit energy. For a PR-IV
timing recovery. channel, the timing function of the M&M TED is given by

B. New Timing Error Detector

The PSP-MM described above does not exploit filieire 3T
information available in the trellis, i.e., the channel output =1¢ U (=T =€) + 20T — €) = h(3T — €)} (10)

Eléx|fp—1 = k-1, = T&)
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Fig. 4. The mean and the standard deviation of different TEDs for a PR-Kig. 5. Performance comparison of PSP-based timing recovery as a function
channel at SNR = 10 dB. of SNRs.

whereas that of the 4S-TED can be expressed as steps along thdestsurvivor path chosen at time) is used
Elulfss = roos Frt = Fo1,Pr = P Foss = Fia] t_o compute thg estimated timing err@y for all states, V\_/hich
180T ’ ’ ’ finally results in thesame7y,; for all states after updating it.
= —— {—h(—€) +6h(T —€) — h(2T —¢) Therefore, PSP-based timing recovery differs from conven-
3’%8(6_3T — &)/ 4+ h(—2T — €) — 8h(—T — ¢)/3 tional timing recovery in the sense that: 1) it uses different
sampling phase offsets associated with each state transition
—8h(3T —€)/3+ h(4T —€) = h(5T —€)/3}. (11) 1o sampley(t); and 2) it employs the instantaneous decision
The mean and the standard deviation{éf} given in (3) With zero decision delay associated with each state transition

and (9) based on instantaneous decisions as a function of &ompute the estimated timing error.
normalized timi.ng (_erroz/T at a_per—bit SNRE, /Ny, of 10 IV. NUMERICAL RESULTS
dB are plotted in Fig. 4, assuming that we have access to the _ _ . _
correct future information. Clearly, both timing functions are [N simulation, unless otherwise specified, we consider
odd symmetric with respect to= 0. Thus, regardless of the%w/T" = 0.5% and employ the PLL gain parameter,
TED used, the sampling phase offset updated according to q§)5|gned to recover phase change within 100 symbols based
will settle down in the steady state at= 0. Observe that the ON @ linearized model of PLL [3], assuming that the slope of
mean of both TEDs is approximately proportionak{d@” over the timing function is one at origin and there is no noise in
a range of£20% about the origin. As expected, the standar® System. Ther's designed for the delays of 47', 87" and
deviation of the 4S-TED is lower than that of the M&WV TED207" are 0.030, 0.027, 0.025 and 0.019, respectively.
because more information is used in evaluating the estimated/Ve first explore how the decision delay affects the perfor-
timing error. Therefore, the 4S-TED is more robust to the noigdance of timing recovery. In doing so, we consider the PSP-
in the timing error signal than the M&M TED. MM scheme where we have access to all decisibhs 4}
From this point on, we shall denote the PSP-based timif@f any d steps earlier) associated with each survivor path.
recovery scheme with the 4S-TED as “PSP-4S.” Unlike PSPI9. 5 compares the performance of different PSP-MMs, where
MM, for a PR-IV channel, the complexity of timing recoverythe RMS timing erroro. = \/E[(7), — 7x)?] is plotted as a
is eight times that of conventional timing recovery becaudgnction of SNRs. Apparently, PSP-MM witli = 0 yields

PSP-4S requires one PLL for each state transition in one sti@@ best performance. This can be confirmed by plotting’
of the trellis. performance as a function ei's at SNR = 8 dB in Fig. 6.

Again, PSP-MM withd = 0 is better than that witld # 0 for
C. Note on Conventional Timing Recovery all o’s. Results imply that the decision delay has a tremendous
We can also explain how conventional timing recoverimpact on overall performance. Therefore, it is desirable to use
works in the context of the trellis structure. This will showthe decision with zero decision delay whenever possible.
that it is in fact a special case of PSP-MM. Figs. 5 and 6 also show the performance of the PSP-4S
Practically, conventional timing recovery employs 8@ne with d = 0. In Fig. 5, PSP-4S performs better than PSP-MM
sampling phase offsé}, to sampley(¢) for all state transitions at low SNRs. This is because the future information used in
at time k. Then, thesamedecision (either the hard decisionPSP-4S helps improve the performance of timing recovery,
7, or the tentative decisiort;_4 found by tracing backi especially when the uncertainty is high. Fig. 6 indicates that
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conventional timing recovery with hard decision seems to
perform comparably to that with tentative decision, this is
1 not true when the channel is complex, e.g., the channel with
large channel memories or with arbitrary coefficients. That is
why conventional timing recovery practically uses the tentative
decision provided by the Viterbi detector in most applications.

The reason that PSP-MM performs better than conventional
timing recovery can be intuitively explained as follows. At
each time instant, at least one state transition in each trellis
stage will correspond to the correct decision. Using that
decision to perform the timing update operation will then
improve the performance of timing recovery. In other words,
PLL is fully trained if a correct path is chosen. Following

this idea for an entire received signal, the overall system

006 0“01 0‘0‘15 0.4‘32 0.&25 0“03 0‘0‘35 0.2)4 0.0‘45 0.55 o.(;ss 0.06 performance will be improved.
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V. CONCLUSION

Fig. 6. Performance comparison of PSP-based timing recovery as a functionp/e proposed the PSP-based t|m|ng recovery scheme to
of o’s at SNR =8 dB. jointly perform timing recovery and ML equalization for

n ‘ ‘ ‘ ‘ ‘ ‘ : uncoded partial response channels.
=+ Conventional timing recovery with hard decision (d = 0) ; It is apparent that the delay in the timing loop affects overall
10.8]- | = Conventional timing recovery with tentative decision (d = 4) K . .
-©- PSP-MM (d = 0) ‘ performance. That is why PSP-MM with = 0 performs
=&~ Trained PLL (d = 0) !

better than that withd # 0. Therefore, PSP-based timing
recovery has the advantage of reducing the delay in the timing
loop. Since PSP-4S provides only a small gain over PSP-
MM, PSP-MM is then more desirable than PSP-4S because
it has less complexity. Finally, we have shown that PSP-MM
yields better performance than conventional timing recovery,
especially when the timing error is large. Specifically, PSP-
MM provides a 0.5 dB gain over conventional timing recovery
wheno,, /T = 1%.

As the complexity of PSP-based timing recovery is high,
all advantages obtained from PSP-based timing recovery must
be balanced against the increased implementation cost.

107 (in dB)
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