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Abstract

Channel codes are used to improve the
transmission quality of the message when it faces
disturbances like noise interference, Doppler shift
etc. in a shared media, where multiple users are
transmitting data simultaneously, channel codes are
needed to guarantee quality of service during
transmission. In this paper, recent advancements in
channel coding have been discussed. Starting from
channel coding history when Shannon gave the
theoretical transmission capacity limits to the state
of the art Turbo codes, Low-Density Parity-Check
(LDPC) codes and Polar codes. A comparison has
been done on the latest forward error correcting
(FEC) codes.

Keywords: Belief propagation, channel coding,
LDPC codes, Polar codes

1. Introduction

The journey of error-correcting codes started from
the famous piece of work by Shannon in Bell
Systems Technical Journal in 1949 [1]. At that time,
there were some advancements in various methods of
modulation such as pulse code modulation (PCM)
and pulse position modulation (PPM) which
exchange bandwidth for signal to noise ratio.
Fundamentals of the general theory of
communication were built by Nyquist [2] and Hartley
[3] in 1924 and 1928 respectively. The renowned
letter to the Editor from Marcel Golay, notes on
digital coding which highlights the ways by which
channel/message coding can be used as a mean to
attain a theoretical capacity of a communication
channel by reducing the probabilities of error.

Another great scientist from Bell Labs named
Richard Hamming introduced his own codes known
as Hamming codes [4]. These codes belong to the
family of linear error correcting codes and have the
capability to detect up to two bit errors or correct up
to one bit error without detecting them. At that time,
Hamming codes were considered far superior as
parity codes can only detect the errors and don’t have
the ability to correct them.

The time when the research on linear block codes
was to rise, Peter Elias invented a new domain of
error correcting codes named as convolutional codes
[5]. After the invention of convolutional codes in
1955, another significant contribution was made by
Irving S. Reed and Gustave Solomon in 1960 with
their own error correcting codes known as Reed
Solomon codes [6]. The same time, a low-density
parity-check (LDPC) code which belongs to the class
of linear error correcting code were invented by R.
Gallagar during his PhD Thesis at Massachusetts
Institute of Technology. At the time, the complexity
of LDPC codes was considered to be high and these
codes were ignored for almost thirty years.

Three decades later, after the invention of LDPC
codes, Turbo codes were introduced which are
considered to be the first high performance forward
error correcting (FEC) codes [7]. These codes have
superior performance than the preciously invented
codes and it were able to achieve the channel
capacity limit to some extent. Because of the
practical nature of the Turbo codes, these codes were
adopted as a standard in 3™ and 4" Generation
(3G/4G) mobile communication. After the invention
of Turbo codes, race in the field of error correcting
codes started and LDPC codes were re-discovered by
Neal and Mackay in 1998 [8]. The re-discovered
LDPC codes have a comparable performance with
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the Turbo codes and currently both codes are used as
workhorses in modern digital communication world.

The roots of LDPC codes have a resemblance to
random coding. It has been observed that a randomly
generated code with optimal decoder has, in general,
good performance. It was Gallagar vision and he
believes that these random codes can be decoded
effectively by an iterative algorithm commonly
known as belief propagation (BP) decoding. The
asymptotic performance of an iterative decoder can
be viewed by observing the probability distribution
of exchanged messages in the Tanner graph. When
the degree of the nodes in the Tanner graph is
optimized, it results in irregular LDPC codes yielding
better belief propagation thresholds towards capacity.
Convolutional LDPC codes were invented by
Jimenez Feltstrom et. al.[11]. These codes also have
sparse parity check matrices with a band-diagonal
structure.  When the performance of LDPC
conventional codes over BP was observed, it can be
seen that the performance was significantly improved
by spatial coupling. The state of the art research in
the field of LDPC suggests that if non-binary LDPC
codes are decoded in frequency domain, a
significantly reduced complex transform can be
designed.

This paper has been organized as follows. Section
2 discusses the Polar codes, Section 3 talks about the
comparison of modest FEC channel codes and the
paper concludes in Section 4.

2. Polar Codes

One of the major benchmark achievement in the
first decade of the 21st century is the origin of Polar
codes in channel coding theory. This historical work
was led by E. Arikan [12]. Earlier, this work started
with the targets of channel capacity approaching
techniques based on polarization of information and
further decoding based on successive-cancelation
framework in convolutional decoder. Polar codes can
achieve  capacity having reduced decoding

complexity of O(Nlog, N) .where Nis codeword

length[12]. Originally, polar codes intend to be
concatenated inner code scheme with convolutional
outer codes. However, at the end, polar codes
become so powerful that there is no need of the outer
code with frame error rate probability intend to zero,

roughly as e for any fixed rate below capacity
[13].

Various articles since 2009 on Polar codes
investigates different aspects in terms of design of
Polar codes, optimized decoding techniques, and
extensions have been produced. Very recently 3GPP
proposed polar codes as channel code to be used in
control channel on 5G standard, along with data
channel using LDPC codes for high throughput and

error performance. Currently, the only existing codes
in forward error correcting techniques (FEC), which
can asymptotically achieve the capacity of binary
input symmetric discrete memoryless channel for
ideally infinite block length with unambiguous
construction. Moreover, their obvious potential
application in various wireless communication and
signal processing need to be addressed and enormous
area of investigation and analysis lies in the research
community. In support of its promising results
various categories of Polar codes proposed for
different applications such as generalized polar codes
[14], compound polar codes [15], concatenated polar
codes [16], and universal polar codes [17].

2.1 Encoding

In general, basic binary polar code is a linear
block code defined for any block length N =2" and
n =log,(N), the generator matrix and kernel F' can
be represented as

G —F®”F—r OJ (1)
A B |

The encoder is basically the polarization transform
given by a kernel [12]. This transform for a higher
input size can be obtained by Kronecker product of
F with itself, denoted as F®", causing block length

N. The encoded codeword generated in this case,
polar code (8.4) as follows

1 00 0 (00 0 O
11 0 0f [0 0 0 O
1 01 0 (00 0 O
1 1 1 1f |10 0 0 O
G, - @)
1.0 0 Oof 1 0 0 O
11 0 0f 1 1T 00
1 01 0 |1 01 O
1 1 1 1 1 1 1 1

In the next step, freezing or unreliable bits need to
be accomplished in such a way so that designed polar
codes give the best performance under SC decoding
in a given channel. Let us take an example of
freezing bits [u,u,,us5,u,] fixed to be zero.

Thereafter, one can obtain G as follows:

10100000
11110000
G= )
10001000
10101010

The encoder part is primarily channel dependent,
therefore no specific frozen bit condition so far that
will uniquely work for all the channels [18-25].
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Furthermore, polar code work extended to non-
binary alphabets in [26-28].

2.2 Decoding

Polar code can be decoded using commonly used
belief propagation algorithm, still the standard
decoding algorithm is SC based decoder. In SC
based decoder, the error performance is not up to the
mark due to suboptimal nature and week minimum
distance properties of SC algorithm. 1In this
algorithm, decision made sequentially, therefore
decoder latency will increase in large block length
and causes throughput blockage. Instead of several
shortcomings, polar codes interest in a number of
potential application continued. Moreover, in early
stages of development, BP decoding [29] and
maximum likelihood (ML) decoding [30] studied to
improve the performance of polar codes, however,
BP based decoding does not work to improve error
performance by a significant amount but convincing
to achieve higher throughput as compared to SC.

In addition, list decoder investigated as in [19].
Interestingly, further notable significant improvement
can be achieved by using list decoder with CRC,
which can have achieved near ML performance with
less complexity roughly O(Nlog, N) for a list size

of N and code length L. CRC helps in coding
efficiency in terms of code performance for high
SNR by restricting minimum distance and it also
helps to select the correct code word from the set of
combination of offered code words by using the list
decoder [31].

2.3 Performance of Polar codes

We examine here the performance of systematic
polar codes using standard SC based decoder. The
results are given for (1024, 512) codes for half code
rate. Frame error rate and bit error rate are shown in
Fig. 1 and Fig. 2 respectively.
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Figure 1: FER Systematic Polar code performance
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Figure 2: BER Systematic Polar code performance

3. Comparison of Modest FEC Channel
Codes

The three codes are compared over some of the
important parameters so as to get an overall idea of
how efficient a code is. The Table 1 compares three
codes viz. Turbo, LDPC and Polar over certain
parameters.

Table 1: FEC Channel codes comparision

Compatibility [37]

Parameters FEC Channel Codes
Turbo code LDPC Polar
Year of invention 1993 [7] 1960 [33] 2008 [12]
Proposed researcher Berrou, Glavieux, and | Gallager Arikan
Thitimajshima
Shannon limit 0.03db [34] 0.0045db [35] Capacity approaching
performance. [12]
Encoding [36] Two recursive Sparse parity check matrix Generator matrix
convolutional encoders using channel
polarization
Error correction Similar Similar Similar for list
capability [37] decoding +CRC
Decoding [36] Trellis  termination  or | Layered belief propagation | List decoders and
Viterbi decoder. and sum-product algorithm | CRC
Hardware High High Low




The 33rd International Technical Conference on Circuits/Systems, Computers and Communications (ITC-CSCC) 2018 140

Throughput (Gbps) 21.9 78 208

[37]

Processing 0.24 0.06 3.21

Latency(ps) K=6144 K=1723 K=1024

[2] R=1/3 R=0.84 R=1/2

Complexity [37] Higher for most coding | Lower for most coding rates | Lower  for  most
rates coding rates

Flexibility [37] Flexible Inflexible Inflexible

Backward Yes No No

compatibility[37]

Maturity [37] High High Limited
Proven in 3G/4G Wi-Fi Unproven

Hardware Efficiency 279 158 402

[Mbps/mm?][37]

Computational 4340 (6 mean[d,] - 9)/R + 6 | log, (K/R)/R [12]

complexity Irrespective of block length

[MaxMinAdd and rate [38] [36]

operations per data per

bit]

Decoding complexity 0( I ( AN2" )) BCIR | O ( I ( Nd_v M d_L)) gp | O(Nlog N)SC [12]
[7] [9]

High-performance Lower Higher Unproven

flexible

implementation

complexity [37]

Interconnect Lower Higher Lower

complexity [37]

4. Conclusion

In this paper, we studied advancements of modern
channel coding and its challenges. We have
summarized polar codes and provide a relative
comparison of Turbo codes, LDPC codes and polar
codes. With certain exception, polar codes seem to
have promising performance, but at the same time it
is very much channel dependent codes. There are still
scope of research left, especially in non-binary LDPC
and polar codes for optimal decoding and maximum
throughput. In current scenario, it is noticed that
researches interest shift to spatially coupled LDPC
and polar codes to solve issues for future coding
standard problems. We hope to show research
community that is coding theory is still an active
research area with many challenges remaining.

References

[1]. C. E. Shannon, “A mathematical theory of
communication,” ACM SIGMOBILE Mobile Computing
and Communications Review, vol. 5, no. 1, pp.3-55, 2001.

[2]. H. Nyquist, “Certain factors affecting telegraph
speed,” Transactions of the American Institute of
Electrical Engineers, vol. 43, pp. 412-422, 1924.

[3]. R. V. Hartley, “Transmission of information. Bell Labs
Technical Journal,” vol. 7, no. 3, pp. 535-563, 1928.

[4]. R. W. Hamming, “Error detecting and error correcting
codes,” Bell Labs Technical Journal,” vol. 29, no. 2,
pp-147-160, 1950.

[5]. A. Viterbi, “Error bounds for convolutional codes and
an asymptotically optimum decoding algorithm,” /EEE
transactions on Information Theory, vol. 12 no. 2, pp.260-
269, 1967.

[6]. 1. S. Reed, and G. Solomon, “Polynomial codes over
certain finite fields,” Journal of the society for industrial
and applied mathematics, vol. 8 no. 2, pp.300-304, 1960.
[7]. C. Berrou, A. Glavieux, and P. Thitimajshima, “Near
Shannon limit error-correcting coding and decoding:
Turbo-codes. 1,” In Communications, ICC'93 Geneva.
Technical ~ Program, Conference  Record, IEEE
International Conference on (Vol. 2, pp. 1064-1070), May
1993.

[8]. M. C. Davey, and D. MacKay, “Low-density parity
check codes over GF (¢),” IEEE Communications Letters,
vol. 2, no. 6, pp.165-167, 1998.

[9]. T. Richardson, M. Shokrollahi, and R. Urbanke,
“Design of capacity approaching irregular low-density
parity-check codes,” IEEE Trans. Inf. Theory, vol. 47, pp.
619-637, Feb 2001.

[10]. M. Lentmaier, G. Fettweis, K. Zigangirov, and D.
Costello, “Approaching capacity with asymptotically
regular LDPC codes,” in Proc. Inf. Theory and
Applications Workshop, (San Diego, CA, USA), pp. 173 —
177, Feb. 2009.

[11]. A. E. Pusane, A. J. Feltstrom, A. Sridharan, M.
Lentmaier, K. S. Zigangirov, and D. J. Costello, 2008.
“Implementation aspects of LDPC convolutional codes,”



The 33rd International Technical Conference on Circuits/Systems, Computers and Communications (ITC-CSCC) 2018 141

IEEE Trans. on Communications, vol. 56, no. 7, pp.1060-
1069, 2008.

[12]. E. Arikan, “Channel polarization: A method for
constructing capacity achieving codes for symmetric
binary-input memoryless channels,” [EEE Trans. Inf.
Theory. vol. 55, pp. 3051-3073, July 2009.

[13]. E. Arikan and E. Telatar, “On the rate of channel
polarization,” in Proc. IEEE Int. Symp. Inform. Theory
(ISIT), (Seoul, South Korea), pp. 1493—1495, June 28 -
July 3, 20009.

[14]. S. Korada, E. Sasoglu, and R. Urbanke, “Polar codes:
Characterization of exponent, bounds, and constructions,”
IEEE Trans. Inf. Theory, vol. 56,

no. 12, pp. 6253—6264, Dec. 2010.

[15]. H. Mahdavifar, M. El-Khamy, J. Lee, and 1. Kang,
“Compound polar codes,” in Proc. IEEE Inf. Theory Appl.
Workshop (ITA), pp. 1-6, Sep. 2013,

[16]. H. Mahdavifar, M. El-Khamy, J. Lee, and 1. Kang,
“Performance limits and practical decoding of interleaved
Reed—Solomon polar concatenated codes,” /EEE Trans.
Commun., vol. 62, no. 5, pp. 1406—-1417, May 2014.

[17]. S. H. Hassani and R. Urbanke, “Universal polar
codes,” in Proc. IEEE Int. Symp. Inf. Theory (ISIT), pp.
1451-1455, Apr. 2014.

[18]. R. Mori and T. Tanaka, “Performance of polar codes
with the construction using density evolution,” [EEE
Commun. Lett., vol. 13, pp. 519521, July 2009.

[19]. I. Tal and A. Vardy, “How to construct polar codes,”
IEEE Trans. Inf. Theory, vol. 59, pp. 65626582, Oct.
2013.

[20]. R. Pedarsani et. al., “On the construction of polar
codes,” in Proc. IEEE Int. Symp. Inform. Theory (ISIT),
(St. Petersburg, Russia), pp. 11-15, 2011.

[21]. N. Hussami, S. B. Korada, and R. Urbanke,
“Performance of polar codes for channel and source
coding,” in Proc. IEEE Int. Symp. Inform. Theory, (ISIT),
(Seoul, South Korea), pp. 1488—1492. 2009.

[22]. S. B. Korada and R. Urbanke, “Polar codes for
slepian-wolf, wyner-ziv, and gelfand-pinsker,” in Proc.
IEEE Inform. Theory Workshop (ITW), (Cairo, Egypt),
2010.

[23]. E. Sasoglu, E. Telatar, and E. Yeh, “Polar codes for
the two-user binary input multiple-access channel,” in
Proc. IEEE Inform. Theory Workshop (ITW), (Cairo,
Egypt), 2010, pp. 1-5, 2010.

[23]. S. B. Korada et al., “An empirical scaling law for
polar codes,” in Proc. IEEE Int. Symp. Inform. Theory
(ISIT), (Austin, Texas, USA), pp. 884—-888, 2010.

[24]. E. Abbe and 1. Telatar, “Mac polar codes and
matroids,” in Proc. Inf. Theory and Applications
Workshop, (San Diego, CA, USA), pp. 1-8, 2010.

[25]. E. Sasoglu, I. Telatar, and E. Arikan, “Polarization
for arbitrary discrete memoryless channels,” in Proc. [EEE
Inform. Theory Workshop (ITW), (Taormina, lItaly), pp.
144-148, 2009.

[26]. M. Karzand and I. Telatar, “Polar codes for g-ary
source coding,” in Proc. IEEE Int. Symp. Inform. Theory
(ISIT), (Austin, TX, USA), pp. 909-912.

[27]. W. Park and A. Barg, “Polar codes for g-ary
channels,” IEEE Trans. Inf. Theory, vol. 59, no. 2, pp.
955-969, 2013.

[28]. A. G. Sahebi and S. S. Pradhan, “Multilevel
polarization of polar codes over arbitrary discrete
memoryless channels,” in Proc. Allerton Conf. on

Communications, Control, and Computing, 2011, pp.
1718-1725, 2011.

[29]. E. Arikan, “A performance comparison of polar
codes and Reed-Muller codes,” IEEE Commun. Lett., vol.
12, pp. 447449, June 2008.

[30]. E. Arikan, H. Kim, G. Markarian, U. Ozgiir, and E.
Poyraz, “Performance of short polar codes under ML
decoding,” in Proc. ICT Mobile Summit, (Santander,
Spain), 10-12 June 2009.

[31]. I. Tal and A. Vardy, “List decoding of polar codes,”
in Proc. IEEE Int. Symp. Inform. Theory (ISIT), (St.
Petersburg, Russia), pp. 1-5, IEEE, 2011.

[32]. A.M Guidi, "Turbo and LDPC coding for the AWGN
and space-time channel," PhD diss., University of South
Australia, 2006.

[33]. R. G. Gallagar, "Low-density parity-check codes,"
IRE Trans. Inform. Theory, vol. IT-8, pp. 21-28, Jan 1962.
[34] J. Boutros, G. Caire, E. Viterbo, H. Sawaya, and S.
Vialle, “Turbo code at 0.03 dB from capacity limit,” /n
Proceedings, IEEE  International — Symposium  on
Information Theory. pp. 56, 2002.

[35]. S-Y Chung, G. D. Forney, T. J. Richardson, and R.
Urbanke, “On the design of low-density parity-check codes
within  0.0045 dB of the Shannon limit” IEEE
Communications letters, vol. 5, no. 2, pp. 58-60, 2001.
[36]. B.Tahir, S. Schwarz,, and M. Rupp, “BER
comparison between Convolutional, Turbo, LDPC, and
Polar codes,” In proc. 24th IEEE International Conference
Telecommunications (ICT), pp.1-7, May 2017.

[37]. R. G. Maunder, “The 5G channel code contenders,”
ACCELERCOMM white paper, pp.1-13, 2016.

[38]. A. Li, X. Luping, C. Taihai, R. G. Maunder, B. M.
Al-Hashimi, and L. Hanzo, “VLSI implementation of fully
parallel LTE turbo decoders,” IEEE Access (4), pp. 323-
346, 2016.



	1
	2
	3
	4



