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Abstract

 In this paper, a method of designing an infi nite impulse response (IIR) equalizer for turbo equalization 

in the perpendicular magnetic recording channels will be designed and described.  Based on a minimum mean-

squared error (MMSE) approach, the coeffi cients of the IIR equalizer are explicitly derived.  Then, we compare 

its performance with a fi nite-impulse response (FIR) equalizer in the presence and absence of the media jitter 

noise.  Results indicate that for a small number of equalizer taps, the proposed IIR equalizer outperforms the FIR 

equalizer at moderate to high jitter noise levels.  Also if compared with an 11-tap FIR equalizer, the proposed IIR 

counterpart can achieve a similar BER performance, but it requires a fewer number of equalizer taps.
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1. Introduction

 The PRML technique (1) is widely used for 

data detection process in the perpendicular magnetic 

recording channels.  In practice, in this technique, an 

FIR equalizer is employed to shape the readback signal 

to a predetermined target before performing maximum-

likelihood (ML) equalization by the Viterbi detector (2).

 The FIR equalizer with a large number of 

taps is required to function properly at high recording 

densities.  Nevertheless, the total number of equalizer 

taps is practically limited by the maximum allowable 

loop delay in the timing recovery loop because a small 

loop delay provides a more robust phase locking (3), 

which in turn improves the overall system performance.  

Furthermore, the benefi ts of the equalizer with fewer taps 

are three folds. (i) A smaller area on the silicon chip. (ii) 

A shorter optimization time of read-channel chip during 

the production. (iii) A small delay in the timing loop.

 An IIR equalizer has previously been studied 

in the literature (4) and references therein.  For instance, 

the IIR modeling was considered in the decision 

feedback equalizer design (5) to reduce the number of 

fi lter taps.  Also, in (6), the performance of employing 

the continuous-time adaptive IIR equalizers for EPR4 

channels was investigated. 

 An algorithm for the approximation of FIR 

fi lter by the IIR fi lter and the direct method for converting 

the FIR fi lter with low non-zero taps into the IIR fi lter 

using the predetermined table are proposed in (7 – 8), 

respectively.  However, in this paper, we directly design 

the digital IIR equalizer based on the MMSE approach, 

and then compare its performance with the conventional 

FIR equalizer in a full turbo equalization setting.

 The rest of this paper is organized as follows.  

After explaining our system model in Section 2, we 

briefly explain the design of the conventional FIR 

equalizer, and also describe the design of the IIR 

equalizers for partial response channels in Section 3.  

Simulation results are provided in Section 4.  Finally, 

summary is given in Section 5.

2. System Model 

 Figure 1 illustrates the channel model of a 

perpendicular magnetic recording system with jitter 

noise.  A message input sequence u
k
є{0,1} is encoded by 

a low-density parity-check (LDPC) code and is mapped 

to a binary input sequence x
k
є{+1} with a bit period T, 

Then, the sequence
 
 x

k
 is fi ltered by an ideal differentiator 

1-D to form a transition sequence  c
k 
= {x

k 
-x

k-1
} where 

c
k 
= +2 corresponds to a positive or negative transition 

and c
k 
= 0 corresponds to the absence of a transition.  

The sequence c
k 
 is then passed through the perpendicular 

recording channel, represented by the transition response 

g(t) of the form (3)

    [1]

where erf  is an error function, 

and PW
50

 is the width of the derivative of g(t) at half of 

its maximum.  We defi ne a normalized recording density 

(ND) as ND=PW
50 

/ T, which determines how many 

data bits can be packed within the resolution unit PW
50

. 

  The readback signal p(t)  in Figure 1 can be 

expressed as 

      [2]

where n(t) is an additive white Gaussian noise (AWGN) 

with the two-sided power spectral density of N
0
/2 (W/

Hz).  The jitter noise  is modeled as a truncated 

Gaussian probability distribution function with 
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, where specifi ed as a percentage 

of T determines the severity of the jitter noise.

 The sampled output  s
k
 is equalized by a digital 

equalizer of the form 

   [3]

where f
k
 is the k-th equalizer coeffi cients, and 2K+1 is 

the total number of equalizer taps, such that the output 

sequence y
k
 resembles the desired target output sequence 

d
k
.  Finally, the sequence  y

k 
is fed to a turbo equalizer, 

which iteratively exchanges the soft information between 

the soft output SOVA equalizer (9) and the LDPC 

decoder, respectively.

Figure 1. System model for turbo equalization and target design.

3. Target and Equalizer Design 

 3.1 MMSE FIR Equalizer

  A typical MMSE FIR fi lter design is based 

on Figure 1.  Consider a partial-response target of the 

form

   [4]

where L is the target length, and h
k 

is the k-th target 

coeffi cients.  From Figure 1, the equalizer output and 

the target output are expressed as 

 y
k 
= s

k 
*f

k
,   [5]

and  

 d
k 
= x

k 
*h

k
,   [6]

respectively, where * denotes the convolution operator.  

Equation [5] and [6] can also be written in the matrix 

form as

 y
k 
= f T s,    [7]

and

 d
k 
= h T x,   [8]

w h e r e  

 

and  is the transpose 

operation.  Note that in this paper the bold characters 

denoted as the matrix, and italic characters denoted as 

the parameter. The target and its corresponding FIR 

equalizer can then be simultaneously obtained based on 

a minimum mean-square error (MMSE) approach.  The 

mean-square error (MSE) between the equalizer output 

y
k 
and the target output d

k
 is given by (10) 

 [9]



341KKU  Res. J. 2012;  17(3)

where  is the expectation operator,  

is an N-by-N auto-correlation matrix of the sampled 

channel output  is an L-by-L 

auto-correlation matrix of the input sequence x
k
, and 

 is an N-by-L cross-correlation 

matrix between s
k
 and x

k
. 

 Given a specifi ed constraint, the MSE in [9] 

can be minimized by differentiating [9] with respect 

to h and f, and setting the results to zero.  For a fi xed 

partial-response target h, the equalizer coeffi cients can 

be computed from 

     [10]

 Alternative method to obtain the FIR fi lter 

coeffi cients is based on the neural network (11-12). The 

extended Kalman fi lter (EKF) algorithms based on the 

real-time recurrent learning (RTRL) for the decision 

feedback recurrent neural equalizer (DFRNE) was 

proposed in (11) to solve drawback of slow convergence 

rate. Then, a new design method of the simplifi ed neural 

network equalizer (NNE) with the noise whitening 

function was proposed in (12) for a generalized partial 

response (GPR) channel is proposed.

 3.2 MMSE IIR Equalizer 

  The method for designing the proposed IIR 

equalizer can be described by a block diagram as shown 

in Figure 2.  An IIR equalizer F(D) is expressed as (4)

  [11]

where a
k
 and b

k
 are the k-th coefficients of the 

denominator and the numerator of F(D) respectively, and 

both N and M are integers.  In our study, we consider 

the case where M+1<2N+1.  From Figure 2, we see that

 y
k 
= s

k 
*f

k
,   [12]

which can be rewritten as

 s
k 
*b

k 
= y

k 
*a

k
.   [13]

By substituting y
k 
= d

k 
+ v

k
 into (13), we obtain

 s
k 
*b

k 
= (d

k 
+ v

k
)*a

k
,

 v
k 
*a

k 
= s

k 
- d

k 
*a

k
.   [14]

Assuming that a
0 
= 1, [14] can be written as

 [15]

and     

[16]

For convenience, [16] can be written in the matrix form as

  [17]

where  

a n d 

are (2N+1), (2N+1), M, M, 

and M-element column vector, respectively.  Then, the 

MSE of [17] is given by

 [18]

g iven     

are (2N+1), M, M, and M-element column vectors, 

respectively.  We can rearrange (18) as 

 [19]

where  

and   
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are (2N+1)-by-(2N+1), (2N+1)-by-M, (2N+1)-by-M,  

M-by-M, M-by-M, and M-by-M,  matrices, respectively.

 To fi nd the coeffi cients of an IIR equalizer, we 

differentiate [19] with respect to ã and b, respectively, 

and set the results to zero, to obtain

  [20]

and

 [21]

 An equivalent matrix suited for calculation is 

obtained by rearranging [20] and [21] as 

 [22]

 Because the matrix Q in (22) is a square matrix, 

the coeffi cients of  F(D) in a vector z can be easily 

computed from

    [23]

Figure 2. Block diagram for designing an IIR equalizer.

4. Simulation Results and Discussions

 We consider the EEPR2 target (13) H(D) 

= 1+4D+6D2+4D3+D4  for perpendicular magnetic 

recording systems.  The (2K+1)- tap FIR equalizer is 

designed based on the MMSE approach, which also 

yields an error sequence v
k
 that will be used to design 

the IIR equalizer.  The signal-to-noise ratio (SNR) is 

defi ned as  

  [24]

where E
i
 is the energy of the channel impulse response.  

All equalizers are designed at the SNR required to 

achieve bit-error rate (BER) = 10-5.  Each BER point is 

computed using as many 4096-bits data sectors as needed 

to collect 500 error bits, whereas the equalizer taps are 

designed using only one data sector.

 4.1 Uncoded System

  First, we consider an uncoded system, 

where the LDPC encoder and decoder are not used.  Thus, 

we investigate the performance of different equalizers, 

namely, the FIR equalizers with 3, 5, and 11 taps and 

the IIR equalizers with 2 and 4 zeros (one pole each) at 

the output of the SOVA detector.

  Figure 3 plots the SNR required to 

achieve BER = 10-4 as a function of NDs in the 

absence of the jitter noise  where the 

term  refers to the IIR equalizer with 

v=2N zeros (equivalent to v+1 taps) and m=M poles.  

It should be noted that a (2K+1) tap FIR fi lter causes 

the same amount of delays as a 2KZmP IIR fi lter with 

2K zeros.  As depicted in Figure 3, when the number of 

equalizer taps is small (e.g., 3 taps) and ND is high, the 

IIR equalizers with the same delays perform better than 

the FIR equalizer. It should be noted that the 4Z1P  IIR 
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fi lter performs better than the 2Z1P IIR fi lter because 

the equalizer that has more tap numbers can effi ciently 

shape the corresponding signal to the target output better 

than the equalizer that has less tap numbers.

 In Figure 4, we pick ND = 3 and this time 

compare the performance of different equalizers as a 

function of the jitter noise amounts from 0% to 6%.

 It is evident that the 4Z2P IIR equalizer requires lower 

SNR to achieve BER = 10-4 than both the 5-tap and 

the 7-tap FIR equalizers.  In addition, the 4Z2P IIR 

fi lter performs close to the 11-tap FIR equalizer at all 

jitter noise levels.  From the viewpoint of delays, it 

can be concluded that the 4Z2P IIR equalizer is more 

advantageous than the 11-tap FIR equalizer because it 

introduces only two delays in the system rather than fi ve 

delays introduced by the 11-tap FIR equalizer.

Figure 3. Performance comparisons between the FIR and the IIR equalizers at different NDs.

Figure 4. Performance comparisons at different jitter noise levels.
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 4.2 Coded System

  We also investigate the performance of 

the IIR equalizers in turbo equalization setting for 4 

iterations with and without jitter noise as shown in Figure 

5.  The LDPC code is from a modifi ed array code (MAC) 

with parameter (p, j, k)=(107, 4, 38) (14).  We consider 

a rate (1 - j / k)=0.8947 coded system in which a block 

of 3,638 message bits {u
k
} is encoded by an LDPC 

encoder, resulting in a coded block length of 4,066 bits, 

and is mapped to an input data sequence {x
k
} as shown 

in Figure 1.  Similarly, the detected bits are also decoded 

by the LDPC decoder to obtain an estimated message 

sequence {û
k
}.

 To account for the code rate, the user density 

(D
u
) used instead of ND in this simulation, is defi ned as

 D
u 
= ND x R,   [25]

 where R = 0.8947 is a code rate for this 

simulation setup.  We also pick ND = 3.0 such 

thatD
u
=2.6841.  In Figure 5, it is apparent that the 4Z2P 

IIR fi lter achieves a similar BER level to the 11-tap FIR 

fi lter.  In addition, at BER = 10-5, the proposed IIR fi lter 

yields the performance gain of 0.2 dB (without jitter 

noise) and 0.4 dB (with jitter noise 6%) over the 7-tap 

FIR fi lter.  

 The reason that the IIR equalizer provides a 

better performance than the FIR equalizer because it can 

shape the readback signal to the PR target better than 

the FIR equalizer does, especially when the number of 

equalizer taps is small.  This can be explained by plotting 

the frequency responses of different equalizers in Figure 

6 for the perpendicular magnetic recording channel at ND 

= 3.0.  If we assume that the 11-tap FIR equalizer is the 

best, the 4Z2P IIR equalizer whose frequency response 

closely matches the frequency response of the 11-tap 

FIR equalizer than that of the 7-tap FIR equalizer.

Figure 5. Performance comparisons in the turbo equalization setting with 4 iterations.
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Figure 6. Frequency responses of the readback signals at ND = 3.

 4.3 Stable Investigation

  Generally, the IIR filter comes with 

possible concern about stability; however, based on our 

extensive simulations, we have been able to conclude 

that the proposed IIR equalizer is highly stable for PR 

channels. This can be explained by plotting the poles-

zeros diagram of the proposed 4Z2P IIR equalizer 

in Figure 7 for the perpendicular magnetic recording 

channel at ND = 3.0.  We can see that theses poles lies 

inside the unit circle IIR equalizer.

Figure 7. Poles-zeros diagram of the proposed 4 2Z P IIR equalizer.
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5. Summary

 In this paper, we propose an IIR equalizer for 

perpendicular magnetic recording channels based on the 

MMSE approach.  Based on our extensive simulations, 

we found that the proposed IIR equalizer is highly stable 

for PR channels.  Simulation results show that for small 

number of equalizer taps, the proposed IIR equalizers 

with suitable poles and zeroes can outperform the FIR 

equalizers and also perform close to the 11-tap FIR 

fi lter for all jitter noise levels.  This is because the IIR 

equalizer can shape the readback signal to the PR target 

better than the FIR equalizer.  Furthermore, in the turbo 

equalization setting, we found that the  4Z2P IIR fi lter 

performs close to the 11-tap FIR fi lter, and both yields 

the performance gain of 0.4 dB over the 7-tap FIR fi lter 

to achieve the same BER = 10-5.
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