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PAPER

Iterative Timing Recovery with the Split-Preamble Strategy
for Coded Partial Response Channels

Chanon WARISARN†a), Nonmember, Piya KOVINTAVEWAT††, and Pornchai SUPNITHI†, Members

SUMMARY This paper proposes a modified per-survivor iterative tim-
ing recovery scheme, which exploits a new split-preamble strategy in con-
junction with a per-survivor processing soft-output Viterbi algorithm (PSP-
SOVA). The conventional split-preamble strategy places a preamble at the
beginning of a data sector and uses it to run a phase-locked loop during
acquisition to find an initial phase/frequency offset. However, the proposed
scheme splits the preamble into two parts. The first part is placed at the
beginning of the data sector, whereas the second part is divided into small
clusters, each of which is then embedded uniformly within the data stream.
This split preamble is utilized to adjust the branch metric calculation in
PSP-SOVA to ensure that the survivor path occurs in a correct direction.
Results indicate that the proposed scheme yields a better performance than
a conventional receiver with separate timing recovery and turbo equaliza-
tion, and the iterative timing recovery scheme proposed in [1], [2], espe-
cially when the timing jitter is large. In addition, we also show that the
proposed scheme can automatically correct a cycle slip much more effi-
ciently than the others.
key words: iterative timing recovery, per-survivor iterative timing recov-
ery, split-preamble strategy, timing acquisition

1. Introduction

Timing recovery is the process of synchronizing the sampler
with the received analog signal. Sampling at the right times
is critical to achieving good overall performance. Therefore,
the quality of synchronization is very important for all appli-
cations. Generally, conventional timing recovery employs
a 2nd-order phase-locked loop (PLL), which consists of a
timing error detector (TED), a loop filter, and a voltage con-
trolled oscillator (VCO). A widely used TED is the Mueller
and Müller (M&M) TED [3]. In practice, the M&M TED
performs well at high signal-to-noise ratio (SNR). However,
at low SNR, the system is plagued by cycle slips and severe
timing jitter. To solve this problem, the MAP-based timing
recovery has been proposed in [4], which uses a new TED
algorithm. This TED employs maximum a-posteriori and
minimum mean-squared error techniques to estimate tim-
ing information. Results have indicated that it can reduce a
cycle-slip rate if compared to conventional timing recovery
at the expense of increased computation complexity. It has
been shown in [4] that the complexity of this new TED is
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about 4 times higher than that of the M&M TED.
Practically, timing recovery performs in two modes,

namely, acquisition and tracking modes [5]. The acquisi-
tion mode is performed to acquire the initial timing offset
with an aid of a preamble (or a training sequence of known
symbols), whereas the tracking mode is performed to re-
fine the timing estimates based on a user data sequence (un-
known symbols). To improve the performance of acquisi-
tion mode, Hwang et al. [6] proposed an extended Kalman
filter (EKF) to estimate and correct possibly large initial tim-
ing errors. This proposed method converges faster than a
conventional timing recovery scheme, thus allowing us to
reduce the length of the preamble used during acquisition
mode.

It should be noted that all timing recovery architectures
mentioned above performs timing recovery and maximum-
likelihood (ML) equalization separately, thus performing
unreliably when operating at low SNR and severe timing jit-
ter. To improve their performances, Kovintavewat et al. [7]
proposed a per-survivor timing recovery architecture, which
performs timing recovery and ML equalization jointly. Fur-
thermore, Zeng et al. [8] also proposed a trellis-based op-
timal baud-rate timing recovery loop based on a Markov
model, whose structure is similar to [7]. This scheme has
been shown to perform well at the expense of high com-
plexity. Nonetheless, both schemes have been proposed
for partial-response (PR) channels without error-correction
codes (ECCs).

The large coding gains of iterative ECCs enable reli-
able communication at very low SNR. This means that tim-
ing recovery must be performed at an SNR lower than ever
before. A conventional receiver performs timing recovery
and turbo equalization [9] separately. Specifically, conven-
tional timing recovery ignores the presence of ECCs and
thus fails to work properly when the SNR is low enough.
To improve the performance of the conventional receiver,
Kovintavewat et al. [1] proposed a full-complexity per-
survivor iterative timing recovery (Full PS-ITR) scheme,
which jointly performs timing recovery, equalization, and
error-correction decoding. It is realized by first applying the
per-survivor processing (PSP) technique [10], to the Bahl,
Cocke, Jelinek, and Raviv (BCJR) algorithm [11], resulting
in a per-survivor BCJR equalizer, denoted as “PSP-BCJR”
[1]. Then, PSP-BCJR iteratively exchanges soft informa-
tion with a soft-in soft-out (SISO) decoder. Because of the
PSP-BCJR has very high complexity, a reduced-complexity
per-survivor iterative timing recovery (PS-ITR) scheme has

Copyright c© 2011 The Institute of Electronics, Information and Communication Engineers
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been proposed [2], where a soft-output Viterbi algorithm
(SOVA) [12] is used to instead of BCJR, resulting in a per-
survivor SOVA equalizer, denoted as “PSP-SOVA.” As in-
vestigated in [2], at low to moderate complexity, the PS-ITR
performs better than both the Full PS-ITR and the conven-
tional receiver. This is because the PS-ITR can automati-
cally correct a cycle slip [5] with only a small number of
turbo iterations.

Generally, to have good timing estimates before the
user data sequence starts, the conventional split-preamble
strategy places all known symbols at the beginning of a data
sector [13]. Nonetheless, in [14], [15], the known symbols
are arranged in small contiguous clusters and are placed pe-
riodically in the data stream, subject to the power constraint
on training. Additionally, Nayak et al. [16] proposed the
optimal training symbol placement strategy to minimize a
Cramér-Rao bound by splitting the known symbols into two
halves and placing them at the beginning and at the end of
a data sector. This split-preamble arrangement leads to a
reduced frequency estimation error variance and greatly re-
duces the occurrence of cycle slips.

In general, the PS-ITR uses the conventional split-
preamble strategy, which places a preamble at the beginning
of a data sector and uses it to run a PLL [5] during acqui-
sition to find the initial timing offset. To further improve
the performance of the PS-ITR, we propose a modified per-
survivor iterative timing recovery (MPS-ITR) scheme. In
essence, the MPS-ITR performs same as the PS-ITR, except
that a modified PSP-SOVA is utilized instead of PSP-SOVA.
This modified PSP-SOVA employs a new split-preamble
strategy, which splits a preamble into two parts. The first
part is placed at the beginning of a data sector, while the sec-
ond part is divided into many small clusters, each of which
is therefore embedded uniformly within the user data se-
quence. This split preamble is utilized to adjust the branch
metric calculation in PSP-SOVA to guarantee that the sur-
vivor path occurs in a correct direction.

This paper is organized as follows. After explaining
the system model in Sect. 2, Sect. 3 proposes the modified
PSP-SOVA and describes how it works. The complexity
comparison of different iterative timing recovery schemes
is given in Sect. 4. Section 5 compares the performance of
different iterative timing recovery schemes. Finally, Sect. 6
concludes this paper.

2. System Description

Consider the coded PR channel in Fig. 1, where H (D) =∑ν−1
k=0 hkDk = 1 + 2D + D2 is a PR2 channel, D is the delay

Fig. 1 A channel model with the modified per-survivor iterative timing recovery scheme.

operator, and ν is channel memory. The message xk ∈ {0, 1}
is encoded by an ECC encoder and is mapped to a binary
sequence ak ∈ {±1} of length L. Next, a preamble is in-
serted in a sequence ak to obtain a sequence bk ∈ {±1} . The
readback signal can then be written as

p (t) =
∑

k
rkq (t − kT − τk) + n (t) , (1)

where rk = bk ∗hk ∈ {0,±2,±4} is the noiseless channel out-
put, ∗ is the convolution operator, q (t) = sin (πt/T ) / (πt/T )
is an ideal zero-excess-bandwidth Nyquist pulse, T is a bit
period, and n (t) is an additive white Gaussian noise with
a two-sided power spectral density N0/2. The uncertainty
in the timing is captured by the timing offset τk, which
is modeled as a random walk [17] according to τk+1 =

τk + N
(
0, σ2

w

)
, where σw controls the severity of the tim-

ing jitter. The random walk model is chosen because of its
simplicity and its ability to represent a variety of channels
by changing only one parameter.

At the receiver, the readback signal p (t) is filtered by
an ideal low-pass filter (LPF), whose impulse response is
q (t) /T , to eliminate the out-of-band noise, and is then sam-
pled at time kT + τ̂k, creating

yk = y (kT + τ̂k)

=
∑

i
riq (kT + τ̂k − iT − τi) + nk, (2)

where τ̂k is the receiver’s estimate of τk, and nk is i.i.d.
zero-mean Gaussian random variable with variance σ2

n =

N0/(2T ), i.e., nk ∼ N
(
0, σ2

n

)
.

Conventional timing recovery is based on a 2nd-order
PLL [5], which consists of a timing error detector (TED),
a loop filter, and a voltage-controlled oscillator (VCO). A
decision-directed TED computes the receiver’s estimate of
the timing error εk = τk − τ̂k using the well-known M&M
TED algorithm [3] according to

ε̂k =
6T
40
{ykr̂k−1 − yk−1r̂k} , (3)

where r̂k is an estimate of rk, and the constant 6T/40 [18]
is used to normalize the timing function of the M&M TED
in (3) to have unit slope at origin [5]. For simplicity, we
consider the M&M TED algorithm because its complexity
is lower than the TED proposed in [4]. We also assume
no frequency offset in the system. Thus, the next sampling
phase offset can be updated by a 1st-order PLL according to

τ̂k+1 = τ̂k + αε̂k, (4)

where α is a PLL gain parameter [5].
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In a conventional setting, conventional timing recov-
ery is followed by a turbo equalizer [9], which iteratively
exchanges soft information between the SISO equalizer for
the PR2 channel and the SISO decoder for the outer code.

3. Modified PSP-SOVA

The modified PSP-SOVA is developed based on the PSP-
SOVA [2] with an aid of the new split-preamble strategy.
Specifically, the PSP-SOVA uses the conventional preamble
arrangement, which places all C known bits at the begin-
ning of the data sector as shown in Fig. 2(a). We propose a
new split-preamble strategy, which splits a C-bit preamble
into two parts. The first part of C/2 bits is placed at the be-
ginning of the data sector, and the second part of C/2 bits is
divided into C/(2m) clusters (e.g., m = 1, 2, or 4 bits), each
of which is then embedded uniformly within the user data
stream as illustrated in Fig. 2(b). This split preamble is uti-
lized to adjust the branch metric calculation in PSP-SOVA
to ensure that the survivor path occurs in a correct direction.
Based on extensive simulation search, we found that modi-
fied PSP-SOVA with the one-bit split-preamble arrangement
(i.e., m = 1) provides the best performance.

Figure 3 shows the modified PSP-SOVA algorithm,
where (A-7) starting with * is an additional step beyond
the PSP-SOVA algorithm, and a constant 6T/40 in (A-11)
is only for the PR2 channel, which can be included in the
PLL gain parameter. It should be noted that the modified
PSP-SOVA works in a same manner as PSP-SOVA [2] does,
except that the modified PSP-SOVA has an extra step to ac-
count for the split preamble, which can be briefly described
as follows.

Denote fk = {±1} as a C/2-bit preamble that is em-
bedded uniformly within the user data stream at the i-th
position. In other words, each m-bit preamble is inserted
at every i-th data bit, where i = �8190 m/C� is the lowest
integer close to 8190 m/C. Following the notations in [2],
during the branch metric calculation at each k-th stage, we
check the condition in (A-7) to adjust the branch metrics
ρk (p, q). Specifically, at the k-th stage, if b̂k (p, q) � fi,
where b̂k (p, q) ∈ {±1} is the data bit that corresponds to the
state transition from state p to state q, and fi is the preamble
bit at the i-th position, we then set ρk (p, q) = Δ, where Δ
is a large number to guarantee that the modified SOVA will
not choose this branch as part of a survivor path.

In a practical receiver, a preamble is used not only for
timing recovery, but also for automatic gain control (AGC)
[19]. This AGC is utilized to adjust the amplitude of the
readback signal such that its amplitude remains constant
throughout the data packet. From the simulation result
on conventional timing recovery (not shown here), based on
the same algorithm as in [19], but for PR2 signals, we found
that the number of required preamble bits for convergence of
the gain coefficient is less than 50 bits, and well below 128
preamble bits proposed in this work. Therefore, a shorter
preamble in this case does not affect the overall performance
of timing recovery system.

Fig. 2 (a) the conventional preamble arrangement, and (b) the proposed
split-preamble strategy.

Fig. 3 The modified PSP-SOVA algorithm, where (A-7) is an additional
step beyond the PSP-SOVA.

4. Complexity Comparison

To measure the complexity of iterative timing recovery
schemes, we consider the total number of additions and mul-
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Table 1 The total number of operations (per bit) of each function used in the MPS-ITR scheme.

Module Number of operations (per bit)

Addition Multiplication

Ideal sinc interpolation filter (4Nsinc-1)Q (Nsinc)Q

1st-order PLL Q Q

SOVA 7Q+ δ
2+9δ+9

2 + 1 6Q+1

modified PSP-SOVA (7+4Nsinc)Q+ δ
2+9δ+9

2 + 1 (7+Nsinc)Q+1

LDPC decoder (1 + (k − 1) (1 − R)) Nin + 1 (1 − R) Nin

Table 2 The total number of operations (per bit) of each function used in the full PS-ITR scheme.

Module Number of operations (per bit)

Addition Multiplication

Ideal sinc interpolation filter 2(4Nsinc-1)Q 2(Nsinc)Q
1st-order PLL 2Q 2Q

BCJR 12Q-2 20Q+1
PSP-BCJR (10+8Nsinc)Q-2 (22+2Nsinc)Q+1

LDPC decoder (1 + (k − 1) (1 − R)) Nin + 1 (1 − R) Nin

Table 3 Complexity (per bit) of different iterative timing recovery
schemes, where N is the number of turbo iterations.

System Number of operations (per bit)

Addition Multiplication

Conventional receiver 27+223.94N 9+25.56N
Full PS-ITR scheme 730.44N 257.56N

PS-ITR scheme 569.94N 113.56N
MPS-ITR scheme 569.94N 113.56N

tiplications as a criterion used in each scheme. For other
mathematical functions, such as log(x), exp(x), and etc., we
assume they can be implemented as lookup tables, and that
we ignore their complexity. Note that we attempt to fairly
count the number of operations (both addition and multipli-
cation) for each scheme such that the memory requirement
is minimized.

It can be shown that the complexity of each component
is given in Table 1 for modified PSP-SOVA and Table 2 for
PSP-BCJR, where Nsinc is the total number of ideal sinc in-
terpolation filter taps used to sample the analog signal and
to refine the samples at each iteration [20] based on a set
of the previous samples and their corresponding sampling
phase offsets; Q = 2υ is the number of trellis states [21],
δ is the decoding depth used to output the soft decision in
SOVA [12]; k is a parameter of a low-density parity-check
(LDPC) code [22]; Nin is the internal iterations used in the
LDPC decoder; and R is a code rate.

Based on Table 1 and Table 2, we can summarize the
complexity of each iterative timing recovery schemes as
given in Table 3, where we employ Nsinc = 21, υ = 2, δ = 5(υ
+ 1) [20], and Nin = 5, and N is the number of turbo itera-
tions. It should be pointed out that multiplication has much
more complexity than addition in terms of circuit implemen-
tation. Thus, we consider only the number of multiplications
when comparing the performance of different iterative tim-

ing recovery schemes. Because the modified PSP-SOVA has
few extra computation steps beyond the PSP-SOVA, we can
then assume that both schemes have same complexity.

5. Numerical Result

The modified per-survivor iterative timing recovery (MPS-
ITR) scheme exchanges information between the modified
PSP-SOVA and the SISO decoder as illustrated in Fig. 1.

Consider a rate-8/9 system in which a block of 3640
message bits is encoded by a regular (3, 27) low-density
parity-check (LDPC) code [22], resulting in a coded block
length of 4095 bits. The parity-check matrix has 3 ones in
each column and 27 ones in each row. The SISO equalizer is
implemented based on SOVA, whereas the SISO decoder is
implemented based on the message-passing algorithm with
5 internal iterations. During acquisition mode, the PLL gain
parameter, α, for the conventional receiver, PS-ITR, Full PS-
ITR, MPS-ITR, and the trained PLL receiver are designed
to recover the phase change within 256, 256, 256, 128, and
256 symbols, respectively, based on a linearized model of
PLL [5], assuming that the S-curve slope is one at the origin,
and there is no noise in the system. However, we consider
the case where the α designed to recover the phase change
within 256 symbols is used for all schemes during tracking
mode.

Figure 4(a) compares the BER performance of differ-
ent iterative timing recovery schemes at the 5-th iteration
for the system with a moderate random walk parameter
σw/T = 0.6%, which implies a low probability of occur-
rence of cycle slips, as a function of per-bit SNRs, Eb/N0’s.
Note that the number inside the parenthesis in Fig. 4 indi-
cates the total number of iterations used to generate each
curve. The curve labeled as “Perfect timing” represents
the conventional receiver that uses τk = τ̂k to sample y (t).
Also, the curve labeled as “Trained PLL” is the conventional
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Fig. 4 Performance comparison of different iterative timing recovery
scheme for (a) σw/T = 0.6% and (b) σw/T = 1.2%.

timing recovery whose PLL has access to all correct deci-
sions, thus serving as a lower bound for all timing recovery
schemes based on a PLL.

Apparently, the MPS-ITR performs better than the con-
ventional receiver, and yields about 0.15 dB gain at BER =
10−4 over the PS-ITR. However, the MPS-ITR is slightly
better than the Full PS-ITR. In addition, the MPS-ITR per-
forms close to the trained PLL receiver and is only a 0.1 dB
away from the system with perfect timing at BER = 10−4.
We also compare the performance of different schemes in
Fig. 4(b) at a severe random walk parameter σw/T = 1.2%,
which implies a high probability of occurrence of a cycle
slip. It is obvious that the MPS-ITR provides a large per-
formance gain over both the PS-ITR, the Full PS-ITR, and
outperforms the conventional receiver. Again, the MPS-ITR
is only 0.25 dB and 0.45 dB away from the trained PLL re-
ceiver and the system with perfect timing at BER = 10−4,
respectively.

Fig. 5 Performance comparison with same complexity at σw/T = 1.2%.

Fig. 6 Percentage of occurrence of a cycle slip at Eb/N0 = 5 dB.

It is worth comparing their performance when they all
have same complexity. Therefore, we assume that the cur-
rent technology can support the total number of multipli-
cations equal to 3 iterations of the Full PS-ITR scheme,
which is approximately equal to 7, and 30 iterations of the
MPS-ITR, and the conventional receiver, respectively (see
Table 3). Figure 5 compares the BER performance of differ-
ent iterative timing recovery schemes when they have same
complexity at σw/T = 1.2%. It is apparent that the MPS-
ITR performs better than other schemes and PS-ITR is better
than the Full PS-ITR, especially at high SNR. Consequently,
it is worth employing the MPS-ITR in the system when the
complexity is limited to a low-to-moderate amount.

One reason that MPS-ITR performs better than the PS-
ITR might be because the split preamble embedded uni-
formly within the data stream helps reduce the occurrence
of cycle slips. This can be verified by plotting the percent-
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Fig. 7 Cycle slip correction at Eb/N0 = 6 dB and σw/T = 1.2%.

age of occurrence of a cycle slip at Eb/N0 = 5 dB as shown
in Fig. 6. Clearly, the MPS-ITR experiences a fewer num-
ber of cycle slips than the PS-ITR, the Full PS-ITR, and the
conventional receiver, especially when the timing jitter is se-
vere. Furthermore, the one-bit split-preamble arrangement
(i.e., m = 1) provides the best performance.

Figure 7 shows the timing waveforms for a sample
packet at Eb/N0 = 6 dB and σw/T = 1.2%, where the gray
curve represents the actual sequence. It is clear that at the
first iteration, the PS-ITR, the Full PS-ITR, and the MPS-
ITR cannot keep track of the rapid change in the actual τ
sequence after about 1000 symbols. Nonetheless, the MPS-
ITR can correct a cycle slip within two iterations, while both
the PS-ITR and the Full PS-ITR require four iterations to
correct it. This implies that the MPS-ITR corrects a cycle
slip faster than both the PS-ITR and the Full PS-ITR. In
other words, the MPS-ITR requires fewer turbo iterations
than other scheme to yield good performance.

6. Conclusion

In this paper, we propose the MPS-ITR scheme, which it-
eratively exchanges soft information between the modified
PSP-SOVA and the decoder. This modified PSP-SOVA uses
the new split-preamble strategy, which divides a preamble
into two parts, each of which is used to adjust the branch
metric calculation in PSP-SOVA so as to guarantee that the
survivor path occurs in a correct direction.

Simulation results have shown the MPS-ITR performs
better than the PS-ITR, the Full PS-ITR, and the conven-
tional receiver, especially when the timing jitter is severe.
Then, we also show the MPS-ITR is lower complexity than
the Full PS-ITR. In addition, we observed that the MPS-ITR
can reduce the occurrence of cycle slips and can also au-
tomatically correct a cycle slip much more efficiently than
both the PS-ITR and the Full PS-ITR. In other words, the
MPS-ITR requires fewer number of turbo iterations than

other scheme to correct a cycle slip.
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