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ABSTRACT

In bit-patterned media recording (BPMR) chan-
nels, the inter-track interference (ITI) is extremely
severe at ultra high areal densities, which signif-
icantly degrades the system performance. The
partial-response maximum-likelihood (PRML) tech-
nique that uses an one-dimensional (1D) partial re-
sponse target might not be able to cope with this
severe ITI, especially in the presence of media noise
and track mis-registration (TMR). This paper de-
scribes the target and equalizer design for high-
density BPMR channels. Specifically, we proposes a
two-dimensional (2D) cross-track asymmetric target,
based on a minimum mean-squared error (MMSE)
approach, to combat media noise and TMR. Results
indicate that the proposed 2D target performs better
than the previously proposed 2D targets, especially
when media noise and TMR is severe.

Keywords: Bit-Patterned Media Recording
(BPMR), Inter-Track Interference (ITI), Media
Noise, Target and Equalizer Design, Track Mis-
Registration (TMR)

1. INTRODUCTION

Currently, the perpendicular magnetic recording
(PMR) technology is employed to store data in
hard disk drives (HDDs). However, this technol-
ogy will soon reach its maximum storage capac-
ity at about 1 terabit per square inch (Tbit/in2),
known as the super-paramagnetic limit [1]. As a re-
sult, several technologies have been recently proposed
to extend the storage capacity of next generation’s
HDDs [2], including heat-assisted magnetic record-
ing (HAMR), microwave-assisted magnetic recording
(MAMR), bit-patterned media recording (BPMR),
and two-dimensional magnetic recording (TDMR).

The HAMR technology [3] is similar to the PMR
technology, except that a laser is used to heat the
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medium during the writing process so as to reduce the
medium coercivity. This leads to the lower magnetic
field required in writing a data bit into a medium.
Once the data bit has been written, the medium
is rapidly cooled down until it reaches an ambient
temperature. Although HAMR can achieve an areal
density beyond 1 Tbit/in2, there are still many chal-
lenges to be overcome before a real implementation
can be deployed, including the development of an ef-
ficient light delivery system, thermo-magnetic write
head, head-disk interface, cooling system, and so on
[3]. Instead of using a laser, MAMR employs a mi-
crowave frequency [4]. Specifically, a high-frequency
magnetic field is applied to a tiny spot of a medium
so as to make the writing of magnetic information
easy. Again, this MAMR technology is still under
the development of a robust microwave oscillator [4].

In BPMR, each data bit is fabricated in exactly
predefined locations in a medium, as opposed to a
conventional medium where grain positions are ran-
dom. In addition, a data bit is stored in a single
domain magnetic island, which is surrounded by non-
magnetic material. This helps reduce the transition
noise, thus improving the signal-to-noise ratio (SNR)
of the readback signal. Although the BPMR can in-
crease an areal density up to 4 Tbit/in2 [5], the pro-
cess to create the islands at very high precision both
location and shape is a challenge issue (i.e., BPMR
requires a new medium structure).

Like HAMR and MAMR, TDMR can also employs
the conventional media. Even though TDMR is a
promising technology that can achieve an areal den-
sity up to 10 Tbit/in2 [6] by storing one data bit
using few grains in a magnetic medium, it needs a
totally new design on both read and write processes.
Additionally, a very advanced 2D signal processing
technique must also be utilized for data detection.

Among all these technologies, this paper focuses on
the BPMR technology because it offers a large areal
density at moderate system change. At high areal
densities, BPMR faces with new challenges in sig-
nal processing, such as 2D interference, media noise,
track mis-registration (TMR), and so forth. The
2D interference consists of inter-symbol interference
(ISI) and inter-track interference (ITI). Generally, the
severity of ISI and ITI relies upon how far the islands
are separated (i.e., a small bit period means high ISI,
whereas a small track pitch represents high ITI). In
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practice, the conventional 1D equalizer and 1D target
can handle the ISI [7, 8], but not the ITI. Therefore,
at low areal density, the 1D target (low complexity)
is sufficient to be used in data detection process be-
cause it can provide similar performance if compared
to the 2D target (high complexity). On the other
hand, when the areal density is high, the system will
experience severe ISI and ITI. In this case, it is un-
avoidable to employ the 2D target so as to alleviate
both ISI and ITI effectively [1].

In addition to the ISI and ITI, there is also an im-
pact from media noise and TMR in the BPMR sys-
tem. Media noise is resulted from non-uniform mag-
netic islands with amplitude fluctuation and location
fluctuation, whereas the TMR is a read-head offset
occurred when the read head is not aligned at the
center of the main track. Furthermore, the write syn-
chronization error in BPMR also leads to the problem
of insertion/deletion and substitution in the readback
signal, which significantly degrades the system perfor-
mance, but this issue is out of scope here.

Many works have been proposed for data detection
in BPMR systems. Nabavi et al. [9] proposed the
modified Viterbi detector, which uses the same trellis
diagram as employed in a conventional (1D) Viterbi
detector, to mitigate the ITI effect, and also to al-
leviate the TMR effect [9]. Then, Nabavi et al. [10]
has also proposed the 1D target and 2D equalizer de-
sign for a multi-head BPMR system. It has shown
that the 2D equalizer yields better performance than
1D equalizer at the expense of increasing complexity.
Kalakulak [11] proposed a new channel model for de-
signing the 1D equalizer and the 2D target with zero
corner entries. Finally, Myint et al. [12] proposed an
iterative decoding scheme to mitigate the ITI effect
for a multi-head BPMR channel.

For the BPMR system with one read head, all re-
cently proposed targets yield good performance at
low areal densities (≤ 2.5 Tbit/in2), but perform un-
reliable at high areal densities because of severe ITI.
To combat this severe ITI, Koonkarnkhai et al. [13]
proposed the design of symmetric 2D target and an
iterative decoding scheme to combat severe ITI. How-
ever, the symmetric 2D target is not suitable for
the system that experiences media noise and TMR.
Therefore, this paper presents the target and equal-
izer design for high-density BPMR channels. Specif-
ically, we propose the design of 2D cross-track asym-
metric target based on a minimum mean-squared er-
ror (MMSE) approach, where the coefficients of the
proposed 2D target are all different. We also compare
the performance of the proposed 2D target with the
existing 2D targets in terms of bit-error rate (BER)
in the BPMR system with media noise and TMR.

This paper is organized as follows. After describ-
ing a BPMR channel model in Section 2, Section 3
presents the design of the target and its correspond-
ing equalizer for BPMR channels. Simulation results
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Fig.1: A BPM channel model based on a square grid
of islands with MR read-head.

are given in Section 4. Finally, Section 5 concludes
this paper.

2. CHANNEL MODEL

Consider the BPMR channel, where the 2D numer-
ical pulse response is obtained based on the param-
eters of the media and the magneto-resistive (MR)
head given in Table 1 [1]. Then, the 2D pulse re-
sponse can be approximated by a 2D Gaussian pulse
with media noise according to [1]

H(z, x) = (A+∆A) exp

(
−1

2

[(
x+∆x

c(Wx +∆Wx)

)2

+

(
z +∆z

c(Wz +∆Wz )

)2
])

, (1)

where A = 1 is the maximum amplitude, ∆A is the
amplitude fluctuation, ∆x is the along-track location
fluctuation, ∆z is the cross-track location fluctuation,
Wx is the PW50 of an along-track pulse, Wz is the
PW50 of a cross-track pulse, ∆Wx is the along-track
PW50 fluctuation, Wz is the cross-track PW50 fluc-
tuation, and c = 1/2.3458 is a constant to account
for the relationship between PW50 and the standard
deviation of a Gaussian function. We rearrange the
islands in a square grid as displayed in Fig. 1 by pa-
rameters Tx and Tz to achieve different areal densities
according to [14]

Areal density ≈ 106

1550TxTz
, (2)

in Tbit/in2, where Tx is a bit period in nm on along-
track direction and Tz is a track pitch in nm on cross-
track direction.

Fig. 2 shows a channel model in the presence of
media noise and TMR. An input sequence am,k ∈ ±1,
where m = 0 is the main track, and m = −1 and +1
are an upper track and a lower track, respectively.
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Table 1: Media and MR head parameters used in a BPMR channel [1].
Parameter Symbol Default value (nm)

Square island (each side) a 11
Thickness δ 10
Fly height d 10
Thickness of the MR head t 4
Width of the MR head W 16
Gap to gap width g 16
Along-track PW50 Wx 19.8
Cross-track PW50 Wz 24.8
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Fig.2: A channel model with 1D equalizer and 2D target design in the presence of media noise and TMR.

The readback signal r(t) can then be written as [1]

r(t) =

1∑
m=−1

∞∑
k=−∞

am,kH(−mTz−∆T , t−kTx)+n(t),

(3)
where n(t) is additive white Gaussian noise (AWGN)
with two-sided power spectral density N0/2. The
TMR is defined as

TMR =
∆T

Tz
× 100%, (4)

where ∆T is a track offset. The media noise (i.e., ∆A,
∆x, ∆z, ∆Wx and ∆Wz ) is modeled as a truncated
Gaussian probability distribution function with zero
mean and σ2, where σ is specified as percentage of
Tx.

The readback signal r(t) is fed to a 7th-order
Butterworth low-pass filter (LPF) and is sampled at
t = kTx, assuming perfect synchronization. Then, a
sequence yk is equalized by a 1D equalizer F (D) to
obtain a sequence zk, and is fed to the Viterbi detec-
tor to determine the most likely input sequence a0,k.

3. TARGET AND EQUALIZER DESIGN

In BPMR, the target and equalizer design is of im-
portance to improve the system performance because
it can help reduce the effect of both ISI and ITI. At
low areal densities, the ITI effect is very small and
can be neglected. On the other hand, when the areal
density is high, the ITI effect is very severe and thus
cannot be discarded when designing the target and
its corresponding equalizer.
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Fig.3: The conventional 1D target and 1D equalizer
design for BPMR channel.

Here, we explain the design of the conventional 1D
target, zero-corner 2D target, cross-track symmetric
2D target [13], and cross-track asymmetric 2D target.

3.1 Conventional 1D target design

Fig. 3 illustrates the model for the conventional 1D
target and 1D equalizer design for BPMR channel.
The 1D target G(D) and its corresponding equalizer
F (D) are simultaneously designed based on the min-
imum mean-squared error (MMSE) approach. This
can be achieved by minimizing

E[e2k] = E[(fTyk − gTak)(f
Tyk − gTak)

T], (5)

where ek = zk − dk, ∗ is a convolution operator, and
E[.] is an expectation operator. Let g = [g0,0 g0,1
g0,2]

T is a column vector of the 1D target G(D), where
g0,1is set to 1, f = [f−K ... f0 ... fK ]T is a column vector
of the 1D equalizer F (D), yk = [yk+K ... yk ... yk−K ]T

is a column vector of the readback signal {yk}, and
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Fig.4: The 2D target and 1D equalizer design for
BPMR channel.

ak = [a0,k a0,k−1 a0,k−2]
T is a column vector of

the data input in the main track {a0,k}, where N =
2K+1 is the number of equalizer coefficients, and [.]T

is the transpose operation. During the minimization
process, we use a monic constraint of ITg = 1 to avoid
reaching the trivial solutions of g = f = 0. Thus, (5)
can be written as

E[e2k] = fTRf+ gTAg− 2fTTg− 2λ(ITg− 1), (6)

where λ is a Lagrange multiplier, I = [0 1 0]T, R =
E[yky

T
k] is an N -by-N autocorrelation of a sequence

{yk} , T = E[yka
T
k] is an N -by-L of cross-correlation

of sequences {yk} and {a0,k},A= E[aka
T
k] is an L-by-

L autocorrelation of a sequence {a0,k}, and L = 3 is
the target length. By differentiating (6) with respect
to λ, g and f, and setting the results to be zero, one
obtains

λ =
1

IT(A−TTR−1T)−1I
, (7)

g = λ(A−TTR−1T)−1I, (8)

f = R−1Tg. (9)

3.2 Zero-corner 2D target design

The model for the zero-corner 2D target and the
1D equalizer design is shown in Fig. 4. The equal-
izer output is a sequence zk = yk ∗ fk = fTyk, where
f = [f−K ... f0 ... fK ]T denote the 1D equalizer F (D),
and yk = [yk+K ...yk...yk−K ]T is a column vector of
the readback signal {yk}, where N = 2K + 1 is the
number of equalizer coefficients. The output of the
2D target with zero-corner entries is expressed as
dk = am,k ~ gm,k = gTak, where ~ is a 2D con-
volution operator [14], ak = [a0,k a−1,k−1 a0,k−1

a1,k−1 a0,k−2]
T is is a column vector of the data input

{am,k}.
As illustrated in Fig. 4, we assume that the 2D

target with zero-corner entries can be written in a
matrix form of

G =

 0 g−1,1 0
g0,0 g0,1 g0,2
0 g1,1 0

 . (10)
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Fig.5: The cross-track symmetric 2D target and 1D
equalizer design for BPMR channel.

Let g = [g0,0 g−1,1 g0,1 g1,1 g0,2]
T be a column vec-

tor of the 2D target with zero-corner entries, where
g0,1 is set to 1. Again, the 2D target G(D) and its
corresponding 1D equalizer F (D) can be obtained
by minimizing the mean-squared error between se-
quences zk and dk, which can be expressed as

E[e2k] = E[(fTyk − gTak)(f
Tyk − gTak)

T], (11)

To minimize (11), we impose a monic constraint of
ITg = 1 to avoid reaching trivial solutions of f = g =
0. Therefore, f and g are chosen such that

E[e2k] = fTRf+ gTAg− 2fTTg− 2λ(ITg− 1), (12)

is minimized, where I = [0 0 1 0 0]T, R = E[yky
T
k]

is an N -by-N autocorrelation of a sequence {yk} ,
T = E[yka

T
k] is an N -by-L of cross-correlation of se-

quences {yk} and {am,k}, A = E[aka
T
k] is an L-by-L

autocorrelation of a sequence {am,k}, and L = 5 is
the target length. The minimization process yields

λ =
1

IT(A−TTR−1T)−1I
, (13)

g = λ(A−TTR−1T)−1I, (14)

f = R−1Tg. (15)

3.3 Cross-track symmetric 2D target design

Fig. 5 displays the model for the 2D target with
cross-track symmetry and the 1D equalizer design.
The 2D target is given in a 3-by-3 matrix form as

G =

 G−1(D)
G0(D)
G1(D)

 =

 g−1,0 g−1,1 g−1,2

g0,0 g0,1 g0,2
g1,0 g1,1 g1,2

 ,

(16)
where G−1(D) = G1(D). The difference between zk
and dk can be written as ek = zk − dk = fk ∗ yk −
gm,k ~ am,k. Let g = [g−1,0 g0,0 g−1,1 g0,1 g−1,2

g0,2]
T be an L-element column vector of G, where

g0,1 is set to 1, f = [f−K ... f0 ... fK ]T be an N -
element column vector of F (D), ak = [(a−1,k + a1,k)
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a0,k (a−1,k−1 + a1,k−1) a0,k−1 (a−1,k−2 + a1,k−2)
a0,k−2)]

T be an L-element column vector of an input
data sequence {am,k}, and yk = [yk+K ... yk ... yk−K ]T

be an N -element column vector of a sampler output
sequence {yk}, where N = 2K + 1 is the number of
equalizer coefficients. Thus, the mean-squared error
of ek can be expressed as

E[e2k] = E[(fTyk − gTak)(f
Tyk − gTak)

T]. (17)

During the minimization process, we use a con-
straint of ITg = 1 to avoid reaching solutions of f =
g = 0, where I = [0 0 0 1 0 0]T. Consequently, adding
this constraint to (17) yields

E[e2k] = fTRf+ gTAg− 2fTTg− 2λ(ITg− 1), (18)

whereA = E[aka
T
k], is an L-by-L autocorrelation ma-

trix of a sequence {am,k}, R = E[yky
T
k] is an N -by-

N autocorrelation matrix of a sequence {yk}, and T
= E[yka

T
k] is an N -by-L cross-correlation matrix of

sequences {yk} and {am,k}, and L = 6 is the tar-
get length. Consequently, the minimization process
yields

λ =
1

IT(A−TTR−1T)−1I
, (19)

g = λ(A−TTR−1T)−1I, (20)

f = R−1Tg. (21)

3.4 Cross-track asymmetric 2D target design

The model for the 2D target with cross-track asym-
metry and the 1D equalizer design is also illustrated
in Fig. 4, where the 2D target is given in (16) with
G−1(D) ̸= G1(D). As shown in Fig. 4, the differ-
ence between dk and zk is given by ek = zk − dk =
yk ∗ fk − am,k ~ gm,k, where fk is the k-th coefficient
of an equalizer, and N = 2K + 1 is the number of
equalizer taps. The column vectors of the 2D target
and the equalizer can be defined as g = [g−1,0 g0,0
g1,0 g−1,1 g0,1 g1,1 g−1,2 g0,2 g1,2]

T, and f =
[f−K ... f0 ... fK ]T, respectively. Then, a mean square
error of ek can be expressed as

E[e2k] = E[(fTyk − gTak)(f
Tyk − gTak)

T], (22)

where ak = [a−1,k a0,k a1,k a−1,k−1 a0,k−1 a1,k−1

a−1,k−2 a0,k−2 a1,k−2]
T is a column vector of the in-

put sequence {am,k}, and yk = [yk+K ... yk ... yk−K ]T

is a column vector of a sampler sequence {yk}. To
minimize (22), we impose a monic constraint of ITg =
1 to avoid reaching trivial solutions of f = g = 0.
Therefore, f and g are chosen such that

E[e2k] = fTRf+ gTAg− 2fTTg− 2λ(ITg− 1), (23)

is minimized, where I = [0 0 0 0 1 0 0 0 0]T, A =
E[aka

T
k] is an L-by-L autocorrelation matrix of a se-

quence {am,k}, R = E[yky
T
k] is an N -by-N autocor-

relation matrix of a sequence {yk}, and T = E[yka
T
k]

is an N -by-L cross-correlation matrix of sequences
{yk} and {am,k}, where L = 9 is the target length.
The minimization process yields

λ =
1

IT(A−TTR−1T)−1I
, (24)

g = λ(A−TTR−1T)−1I, (25)

f = R−1Tg. (26)

4. NUMERICAL RESULT

Consider the BPMR channel in Fig. 2. We define a
signal-to-noise ratio (SNR) as 20log10(1/σ) in decibel
(dB). The 2D 3 × 3 target and 15-tap 1D equalizer
are designed based on a MMSE approach [8]. In sim-
ulation, each BER is computed based on a minimum
number of 500 error bits, and the 2D target and its
corresponding 1D equalizer are designed in the pres-
ence of media noise and TMR at the SNR required
to achieve BER = 10−4.

Furthermore, several targets will be compared in
this study. Specifically, we define the system using
a 1D target and a conventional (1D) Viterbi detec-
tor as “1DTarget”; the system using a zero-corner
2D target and a modified Viterbi detector proposed
in [10] as “Zero-corner 2D target”; the system using
a cross-track symmetric 2D target (i.e., G−1(D) =
G1(D)) and the 2D Viterbi detector (with 36 states
and 6 branches) [11] as “Symmetric 2D target”; and
the system using the proposed 2D target and the 2D
Viterbi detector (with 64 states and 8 branches) [11]
as “Asymmetric 2D target.” Fig. 6 compares the per-
formance of different targets at areal densities of 2
and 3 Tbit/in2 with 0% media noise and 0% TMR,
where Tx = Tz = 18 nm at 2 Tbit/in2 and Tx = Tz

= 14.5 nm at 3 Tbit/in2, respectively. We found that
at 2 Tbit/in2, “Zero-corner 2D target” performs best,
followed by “1D target,” and the other 2D targets.
The reason that “Symmetric 2D target” and “Asym-
metric 2D target” perform worse than “1D target”
and “Zero-corner 2D target” might be because the
target with a large number of coefficients is more sen-
sitive to disturbances than that with a less number of
coefficients. Also, the ITI is not as severe as ISI and
AWGN at 2 Tbit/in2. However, at 3 Tbit/in2 when
ITI is very severe, it is clear that “Symmetric 2D
target” and “Asymmetric 2D target” perform better
than the others. Therefore, “Symmetric 2D target”
and “Asymmetric 2D target” should be employed in
the system with severe ITI.

Next, we consider the areal density of 3 Tbit/in2.
Then, we illustrate the performance of different tar-
gets at various media noise amounts and 0% TMR in
Fig. 7, by plotting the SNR required to achieve BER
= 10−4 as a function of media noise amounts. Appar-
ently, media noise degrades the system performance.
In addition, we see that “Asymmetric 2D target” per-
forms best, followed by “Symmetric 2D target” and
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Fig.7: Performance comparison of different media
noise amounts with 0% TMR.

the other two targets, especially when media noise is
high. Again, the reason that “Asymmetric 2D target”
yields slightly better performance than “Symmetric
2D target” is because the 2D pulse response in (1) is
no longer symmetric in the presence of media noise.

We also compare the performance of different tar-
gets with various TMR amounts and 0% media noise
in Fig. 8. Similarly, when TMR occurs, it causes the
2D pulse response in (1) to be asymmetric. Hence, it
is expected that “Asymmetric 2D target” should per-
form better than “Symmetric 2D target” as depicted
in Fig. 8. Furthermore, when TMR is severe (e.g.,
greater than 10%), we can see that “Zero-corner 2D
target” is also better than “Symmetric 2D target,”
which might be because the target with a fewer num-
ber of coefficients is less sensitive to severe TMR than
that with a larger number of coefficients.

Finally, Fig. 9 illustrates the performance compar-
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Fig.8: Performance comparison of different TMR
amounts with 0% media noise.
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Fig.9: Performance comparison at different areal
densities with 2% media noise and 10% TMR.

ison of different targets comparison at different areal
densities with 2% media noise and 10% TMR. In this
case, we found that “Asymmetric 2D target” per-
forms the best if compared to other targets, especially
at high areal densities.

Although it is apparent that “Asymmetric 2D tar-
get” performs better than other targets, it has very
high complexity. Assuming that the system complex-
ity depends solely on the complexity of the Viterbi de-
tectors used in each scheme. Therefore, Table 2 com-
pares the complexity of different detectors in terms
of the number of trellis states and branch metrics
[7]. In general, the larger the number of trellis states
and branch metrics, the higher the complexity of the
detector. Clearly, “1D target” has the lowest com-
plexity if compared to other targets. On the other
hand, “Asymmetric 2D target” (or, equivalently, the
2D full-complexity Viterbi detector) has the highest
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Table 2: Complexity comparison of different Viterbi detectors used in each scheme.
Scheme Number of states Number of branch metrics

1D target 4 1
Zero-corner 2D target 4 3
Symmetric 2D target 36 6
Asymmetric 2D target 64 8

complexity.

5. CONCLUSION

At high recording densities, bit-patterned media
recording systems experience severe ITI, media noise,
and TMR. We proposed the design of the 2D cross-
track asymmetric target and its corresponding 1D
equalizer, based on an MMSE approach, to combat
these disturbances. Based on simulations, at low
areal densities (≤ 2 Tbit/in2) when ITI is small, the
1D target can perform sufficiently well if compared to
the 2D target. However, at high areal densities (> 2
Tbit/in2) when ITI is severe, the 2D target must be
employed instead of the 1D target. Furthermore, we
found that media noise and TMR cause the 2D BPM
pulse response to be asymmetric. Thus, in this sit-
uation, the BPMR system must utilize the proposed
2D target to obtain the best performance.

However, it should be noted that the proposed 2D
target requires the 2D full-complexity Viterbi detec-
tor. Consequently, there is a trade-off between perfor-
mance improvement and increased complexity, when
using the proposed 2D target in the BPMR system.
Consequently, all advantages gained by the proposed
2D target need to be balanced against the increased
implementation cost caused by the 2D full-complexity
Viterbi detector.
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